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ABSTRACT

The advance of knowledge has long been thought to be a key source of economic growth. Roughly, previous research has focused either on innovation by individual firms without exploring the spread of ideas, or taken ideas as given and analysed their spread (often in a non-optimizing environment). In this paper both the production of new ideas—Invention/Innovation—and the activities that cause their diffusion—Imitation—are objects of choice and chosen optimally.

Innovation and Imitation are activities that differ over both time and across firms at a point in time. When all firms have access to the same knowledge, innovation is the prime source of new ideas, but when knowledge is diverse across firms, imitation plays an important role. Innovation generates heterogeneity in firm knowledge and behavior. Imitation can exaggerate heterogeneity, but eventually eliminates it. Complex Schumpeterian-type behavior may arise: In one scenario, the heterogeneity spawned by innovative activities inspires imitation which eventually produces homogeneity, causing a substitution back towards innovation, and a consequent growth in heterogeneity, and so on.

The paper is divided into three parts. In the first, a general model is developed and several results provided. The dynamics of the general model are illustrated in a three-state example. Subsequently, a restricted model is analysed. Two interesting cases given special attention have, as the primary source of new ideas, imitation and innovation respectively. The former instance is closely related to diffusion models with given ideas, while the latter is similar to an R&D model. Data on the diffusion of diesel technology in the U.S. railroad industry, and the growth of mechanized loading techniques in U.S. underground coal mining, is studied in light of the two specialized models.
I. INTRODUCTION

Technological change became the focus of intense research effort following the influential work of Solow (1957) and others who tried to understand patterns and determinants of economic growth. It was found that the better part of growth could not be explained within a model involving growth of factors producing output subject to a fixed technology. Somehow, over time more output is obtained from given inputs: increasing "total factor productivity". Whether this change was treated as the exogenous advance of knowledge [e.g. Denison (1967)] or as endogenous quality change [e.g. Griliches (1963), Jorgensen and Griliches (1969)], or as "technical change in the broadest sense" [e.g. Solow (1988)], it became clear that the development, utilization and spread of new techniques of production were the key economic issues to be understood.\(^1\)

This realization led to an explosion of research, both empirical and theoretical, on the production of new ideas (R&D) and the manner in which they spread ("diffusion"). Empirical studies number (literally) in the thousands; see Scherer (1970), Rogers and Shoemaker (1971), Davies (1979), Griliches (1979), Sahal (1981) and Gort and Klepper (1982). Theoretical work falls into three basic categories. One focuses on individual firms acting as perfect competitors who undertake production of new ideas in order to reduce production costs [Smith (1937, Book I, Chapter 11), Nelson (1982), Jensen (1982), Jovanovic and Rob (1987a)]. The second emphasizes the strategic advantages a firm obtains by improving its production processes [Scherer (1967), Kamien and Schwartz (1972, 1975), Telser (1982) and Spence (1984)]. The third body of work is less concerned with where new ideas and techniques come from, and more with how they spread [(Schumpeter(1934), Salter (1966), David (1969), Futia (1980),

\(^1\) Also, see Schmookler (1966); and for a contrasting view, Becker (1988).
imitation, the idea is put to use: innovation. Otherwise the firm retains use of the existing
techniques or imitates by utilizing what (if anything) it learned from others.²

Optimization by each firm in the industry generates a distribution of ideas in use at
each date, along with a specification of output and resources devoted to R&D and imitation for
each firm. These entities make up the model's equilibrium. A complicating factor here is that
firms' strategies concerning innovation and imitation influence the set of ideas in use in the
future. Firms take as given the sequence of distributions of ideas and decisions when making
their choices. Equilibrium requires that the sequence of distributions firms use to make their
plans is exactly that generated by their behaviour.

In the general model, studied in Section II, existence of equilibrium is proved. It is
also demonstrated that under a mild restriction the equilibrium is "symmetric" in the sense that
all firms currently using a given idea behave identically. It is then shown that i) observed
behaviour in a cross-section of such firms will likely have some unexpected properties. For
example, the firms most likely to innovate will be neither the largest nor smallest currently
producing; ii) As a result of the way that innovation and imitation effect heterogeneity, the
industry's development can be "uneven" in that it may have repeated periods of slow and rapid
growth; iii) from the observer's viewpoint, when industry development is uneven, it is
sometimes possible to learn a good deal about the possibilities for coming up with new ideas.
Otherwise, the process of diffusion through imitation contaminates the data; iv) The price of
output declines over time, and simple predictions on the intertemporal behavior of the
distribution of output and ideas emerge. v) The substitutability of innovation and imitation
implies that within an industry there will generally be a great deal of "mixing" over time:
Firms that are currently faring poorly may well overtake those that are performing
better, although the leading edge will be stable as the industry matures. These properties are
illustrated in a "three-state" (i.e. a basic technology and two better ones) example.

²The invention/innovation/imitation distinction is a traditional Schumpeterian one;
see Baumol (1970) for more discussion.
mechanical techniques, the primary obstacles are reasonably mine-specific in which case information from other mines is not of much use but the problems are solvable given appropriate inputs of engineers, etc.

The most basic claims of the restricted model — increasing hazard under pure imitation, and decreasing hazard under pure innovation — describe the diesel and mine data quite well. The other results are also exhibited in the data, although the most rapid diffusion of mechanization in mining is not as early as the pure innovation model would suggest.

As this Section has precised the paper, there is no concluding Section. Most technical material is confined to an Appendix.

II A GENERAL MODEL

This section describes a general competitive model of innovation and imitation and provides the results available in that environment.

The formal structure describes a competitive industry as an anonymous sequential game; see Schmeidler (1973), Green (1980, 1984), Shefrin (1981) and Jovanovic and Roseathal (1988). Doing so provides a tractable analytical framework and gives access to useful results on existence of equilibrium. The primary restrictions introduced by proceeding in this way are anonymity — there is a continuum of agents, each of whose return at date t depends on the actions of others solely through the distribution of their actions at date t, and sequentiality — the game is a sequence of games in which the influence of all previous history on the game to be played at date t can be completely summarized by (at most) (i) the game played at t–1; (ii) actions taken at t–1; and (iii) t itself. Loosey, for any given distribution of actions, the identities of the agents choosing those actions are irrelevant as far as any individual is concerned, and, given period t–1 strategies and outcomes, each agent may ignore any earlier history when choosing an action for period t.

The active players in this game are firms. Consumer behavior gives rise to an inverse market demand function \( p_t = D_t(Q_t) \), where \( p_t \) is the unit price of the product and \( Q_t \) is total
where an individual firm's rate of output, $q$, is one component of its action vector $\alpha$. Thus, through (1), $\{F_t\}_0^\infty$ generates a price sequence $\{p_t\}_0^\infty$, which is the more familiar, but here insufficient, manner in which the actions and characteristics of other agents can be summarized under competition. In what follows $\{p_t\}_0^\infty$ will be understood to be the price sequence induced by $\{F_t\}_0^\infty$ through (1).

**Strategies.** A firm's strategy specifies the action $\alpha$ to be taken at $t$ given $\theta$ and $\{F_t\}_0^\infty$. There are four types of possible actions: production, imitation, invention, and innovation. The last two activities, although conceptually distinct in this model, will be collapsed into a single activity called innovation. More specifically, ideas are indexed by $\theta$. The invention process at date $t$ may yield a new value of $\theta$—a new idea, say $\theta'$—and innovation corresponds to making use of $\theta'$ at $t+1$. Not all $\theta'$ will be implemented, in which case the innovation versus invention distinction is not vacuous. However, in the Appendix it is shown that the invention structure studied below is such that any $\theta' > \theta$ will be put to use; i.e. there is a simple rule characterizing innovation given invention. Since a good deal of notation is eliminated by assuming this implementation policy at this point, invention and innovation will be collapsed into a single process—innovation. It is easy to show, moreover, that if $\theta'$ is not implemented at some date $t$, it will never be implemented. Thus the current value of $\theta$ is all that need be specified about the ideas the firm knows at each date.

The feasible set of actions is as follows. At date $t$, any firm may engage in production, innovation and imitation. The levels at which these activities occur make up the vector $\alpha_t = (q_t, \eta_t, \mu_t)$ for that firm, where $q_t$ is the rate of output at $t$, and $\eta_t$ and $\mu_t$ are associated with innovation and imitation respectively and are given an interpretation in terms of probabilities. Thus the feasible set of actions is $A = [0, q] \times [0,1] \times [0,1]$, with $q < \infty$ but as large as desired.
At date t, any firm may select some other firm and, with probability \(\mu\), learn what this firm knows and how this information might be applied to the situation at hand.\(^7\)

The choice of which firm to copy may result from a variety of structures. If the firm has no information whatsoever on the likely values of \(\theta\) for any other given firm (other than knowledge of \(F_t\)), the selection may be treated as a random draw from the marginal distribution of ideas known at \(t\):

\[
F_t(\theta) \equiv \int \bar{F}_t(d\alpha, \theta)
\]

(2)

In this case, the probability that an idea no better than \(\theta'\) is learned via imitation is \((1-\mu) + \mu F_t(\theta')\).

The key feature of this specification is that, for given \(\mu\), the probability that by imitation the firm will learn an idea better than what it presently knows—\(\mu(1-F_t(\theta))\)—rises with the number of firms that know better ideas. This basic feature is shared by other specifications in which the firm can actually identify which other firms have given \(\theta\), but still must invest resources in imperfect learning and implementation of others' ideas. Suppose, for example, that a firm may attempt to learn how to implement the idea known by any particular firm once in each period, but can examine as many firms as desired within that period. Assuming any single attempt is successful with probability \(\mu\), and that the firm begins its activities by examining firms having the greatest \(\theta\) in the support of \(F_t(\theta)\), and then proceeds to firms knowing lower \(\theta\)'s, the probability that an idea better than \(\theta\) will be uncovered using

---

\(^7\)The basic characteristic of information that is emphasized here is what is usually taken to differentiate it from a standard economic commodity; namely, its non-exclusive nature. Compare Holmes and Schmitz (1988). In contrast to a public good situation however, others who wish to use information currently available to another party must invest resources to obtain it.

In some cases what other firms are doing—e.g., buying some different input—may be obvious, the difficulty lying in figuring out how the input is to be used once purchased; wine-making is a good example. In other cases, the opposite may occur in that the firm would know what to do with inputs if it could learn what to use: "secret mixtures of herbs and spices", etc. The key to imitation is that other firms have relevant information that is not freely observable.
Given any sequence of actions \( \{\alpha_t\}_0^\infty = \{q_t, \eta_t, \mu_t\}_0^\infty \) the value of \( \theta \) actually in use, \( \theta_t \), follows a stochastic process. Let \( E \) denote the expectation operator associated with that process. It is assumed that, given \( \{F_t\}_0^\infty \), the firm selects \( \{\alpha_t\}_0^\infty \) to maximize the payoff

\[
E\left\{ \sum_{t=0}^\infty \beta^t \left[ p_t q_t - c(q_t, \eta_t, \mu_t; \theta_t) \right] \right\}
\]

where \( \beta \in (0,1) \) is a fixed discount factor. Under the assumptions on \( D_t(\cdot) \) and \( c(\cdot) \), the current return \( p_t q_t - c(\cdot) \) is bounded. Thus standard dynamic programming arguments [see, for example, Bertsekas (1976, Ch. 6); or Blackwell (1965)] imply the existence of a sequence of functions \( \{V_t\}_0^\infty \) with \( V_t: \theta \to [0, \bar{\pi}/(1-\beta)] \), where \( \bar{\pi} = \max_q [Dq - c(q,0,0,\theta)] \), such that for each \( t \) and \( \theta \)

\[
V_t(\theta) = \max_{\alpha \in A} \left\{ p_t q - c(q, \eta_t, \mu_t; \theta) + \beta \left[ \max_\theta [V_{t+1}(\theta) \max_{\theta'} (V_{t+1}(\theta'), \tau(\theta', \eta_t, \mu_t, \theta; F_t)] \right] \right\}.
\] (5)

It is shown in the Appendix that \( V_t(\theta) \) is strictly increasing in \( \theta \). \( V_t(\theta) \) is also increasing in any first order stochastic dominance change in \( F_t \) provided demand is sufficiently elastic.  

**All Firms Together.** Consider a firm that has access to idea \( \theta \) at \( t \). The distribution function of the value of \( \theta \) in use by that firm at \( t+1 \), \( \theta' \), is

\[
\Psi(\theta'; \eta_t, \mu_t, \theta; F_t) = \begin{cases} 
0 & \theta' < \theta \\
\tau(\theta'; \eta_t, \mu_t, \theta; F_t) & \theta' \geq \theta
\end{cases}
\]

The evolution of ideas of all firms therefore obeys

\[
F_{t+1}(\theta') = \int_{A \times \Theta} \Psi(\theta'; \eta, \mu, \theta, F_t) \tilde{F}_t(d\alpha \times d\theta), \text{ with } F_0 \text{ given.}
\] (6)

11 Strictly, the dependence of \( \{V_t\}_0^\infty \) and \( \{\alpha_t\}_0^\infty \) on \( \{\tilde{F}_t\} \) should be made explicit. To simplify notation this dependence is suppressed.
(ii) \(-\nabla^2 c + \beta \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & v_t \\ 0 & v_t & 0 \end{bmatrix}\) is negative definite for all \(t\) and \(\theta\). Then, there exists a unique maximizer \(\alpha_t(\theta)\) of the right hand side of (5) for all \(t\) and \(\theta\). That is, the equilibrium is symmetric.

Proof: Given (3), the matrix of second derivatives of the right hand side of (5) is the matrix in (ii) above. Thus under the conditions (i) and (ii) the maximization in (5) has an unique solution for each \(\theta\) and \(t\).

Observe that condition (ii) in the theorem imposes only one extra condition, namely that \(|-\nabla^2 c + \beta[-1]| < 0\) rather than merely \(|-\nabla^2 c| < 0\). The other conditions implied by strict convexity of \(c(\cdot)\) need not be strengthened. Also, in the case studied below, in which \(c(q, \eta, \mu; \theta) = c_q(q; \theta) + c_\eta(\eta) + c_\mu(\mu)\), \(c^\eta c^- > v^2\) is sufficient for symmetry. In terms of primitives, using (3) it is not hard to check that if i) \(N(\theta'|\theta)\) is such that

\[
\frac{\partial E(\theta'|\theta)}{\partial \theta} \leq B < \beta^{-1}
\]

for some constant \(B\); and ii) \(c(\cdot; \theta)\) is a Lipschitz function with Lipschitz constant \(C\), a sufficient condition for symmetry of equilibrium actions is

\[
c^\eta c^- > \left[ \frac{\beta C(\theta' - \theta)}{1 - \beta B} \right]^2
\]

In what follows the conditions sufficient for symmetry are assumed.

Properties of Equilibrium in the General Model. The points to follow are illustrated in the subsection following.

1. Cross-section Properties of \(q_t(\theta), \eta_t(\theta)\) and \(\mu_t(\theta)\). Consider some date \(t\) at which the distribution of \(\theta, F_t(\theta)\), is nondegenerate.\(^{14}\) (Most dates will have this feature.)

\(^{13}\)It is easy to verify that \(v_t < 0\).

\(^{14}\)Since the distribution of \(\alpha\) given \(\theta\) is degenerate in a symmetric equilibrium, \(F_t(\theta)\), as opposed to \(F_t(\alpha, \theta)\), is the focus of attention in what follows.
and

\[ V = v^2 + \beta \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & v_t \\ 0 & v_t & 0 \end{bmatrix} \]

negative semi definite. The last condition is satisfied automatically given the restrictions of theorem 2. Note that \(|v| < 0\). Calculation gives

\[
\frac{dq}{d\theta} = \frac{1}{|\mathcal{V}|} \frac{\partial^2 c}{\partial \eta \partial \theta} \left[ \frac{\partial^2 c}{\partial \eta^2} \frac{\partial^2 c}{\partial \mu^2} - v_t^2 \right] > 0,
\]

\[
\frac{d\eta}{d\theta} = \frac{1}{|\mathcal{V}|} \frac{\partial^2 c}{\partial \eta \partial \theta} \left[ \frac{\partial^2 c}{\partial \mu^2} + \frac{v}{\mu} v_t \right],
\]

and

\[
\frac{d\mu}{d\theta} = \frac{1}{|\mathcal{V}|} \frac{\partial^2 c}{\partial \eta \partial \theta} \left[ \frac{\partial^2 c}{\partial \eta^2} + \frac{v}{\eta} v_t \right],
\]

where

\[
v_t = -\beta \left\{ \delta \frac{\partial V_{t+1}(\theta')}{\partial \theta} \frac{\partial^2 c}{\partial \eta \partial \mu} \tau(\theta'; \eta, \mu, \theta, F_t) d\theta' \right\} < 0,
\]

\[
v_\eta = \beta \left[ \frac{\partial V_{t+1}(\theta)}{\partial \theta} \frac{\partial c}{\partial \eta} \tau(\theta'; \eta, \mu, \theta, F_t) - \frac{\delta \partial V_{t+1}(\theta')}{\partial \theta} \frac{\partial^2 c}{\partial \eta \partial \theta} \tau(\theta'; \eta, \mu, \theta, F_t) d\theta' \right],
\]

and

\[
v_\mu = \beta \left[ \frac{\partial V_{t+1}(\theta)}{\partial \theta} \frac{\partial c}{\partial \mu} \tau(\theta'; \eta, \mu, \theta, F_t) - \frac{\delta \partial V_{t+1}(\theta')}{\partial \theta} \frac{\partial^2 c}{\partial \mu \partial \theta} \tau(\theta'; \eta, \mu, \theta, F_t) d\theta' \right].
\]

The term \(v_t\) is the effect of \(\mu\) on marginal returns to innovative activity, \(v_t < 0\) indicating the gross substitutes relationship between \(\eta_t\) and \(\mu_t\); \(v_\eta\) (resp. \(v_\mu\)) is the impact of \(\theta\) on marginal returns to innovative (imitative) activity. The intuition given above would indicate that \(v_\eta > 0\).
2. When Will Progress Be Slow? Slow progress occurs when knowledge is not improving: \( F_{n+1}(\theta) \equiv F_1(\theta) \). This situation occurs under three sets of circumstances. One is the trivial one in which the marginal cost of \( \eta \) and \( \mu \) is high even at low values of \( \eta \) and \( \theta \). For then, \( \eta_1 \) and \( \mu_1 \) will be small and the probability of discovering a better idea, \( 1 - \tau(\theta; \eta, \mu, \theta, F_1) \), is correspondingly small for any firm.

More interesting is the situation wherein refinements of an idea are not hard to achieve but breakthroughs are very difficult; for example, \( \theta = [0,1] \cup [2,3] \) with \( N(111) = 1 - \epsilon \) for \( \epsilon \) small. In this case imitation causes all firms to "pile up" at \( \theta = 1 \), and given the slim odds for greater success, relatively little innovative activity goes on: in (5), the final integral almost vanishes. Of course, once a breakthrough has occurred the whole industry moves forward. This uneven development seems to characterize the dynamics of some industries (computers are an obvious instance). Such industry wide cycles or "waves" were emphasized by Schumpeter (1939).

The final case where development will be slow occurs when there is not much left to learn: \( F_1(\theta) \equiv 0 \) for \( \theta \equiv \bar{\theta} \). In such "mature" industries both \( \eta \) and \( \mu \) will again be slight but positive (assuming marginal costs low for low \( \eta \) and \( \mu \)) and the progress to \( \theta = \bar{\theta} \) drawn out.

Note that for firms that have discovered \( \theta = \bar{\theta} \), both \( \eta \) and \( \mu \) will be approximately equal to 0. For lower \( \theta \) values, both \( \eta \) and \( \mu \) will be positive. In this gross sense then, \( \theta \) must be negatively associated with both \( \eta \) and \( \mu \) in a cross-section provided \( t \) is such that at least some firms have achieved nearly all the technological improvements that can reasonably be expected; and when most firms have achieved this state \( \theta \) must be negatively related to \( \eta \) and \( \mu \). Since R&D budgets and sales are sometimes observed to be positively correlated (e.g. Bound (1984)), and output and probability of adoption not consistently negatively related (Rose and Joskow), the model suggests that industries in which technological opportunity is nearly exhausted must be uncommon. For related discussion of slow diffusion, see Harley (1971, 1973) and Davies et al. (1987).
quality in that the price of a standard unit of service is falling over time. These properties are in agreement with evidence on the evolution of output and prices offered in Gort and Klepper (1982). Declining price is also the reason that the distribution of output will not invariably inherit the properties of the distribution of \( \theta \). Indeed, it is easy to verify that if the support of \( F_t(\theta) \) is \( \theta \), \( p_{u,t} < p_t \) implies the support of the distribution of output has lower greatest and smallest values over time. But under some mild restrictions, the distribution of \( q_t(\theta)/q_t(\theta) \) does inherit the properties of \( F_t(\theta) \).

5. Turnover and Growth in the Population of Firms. Unless \( N(\phi' / \theta) \) becomes increasingly sensitive to increases in \( \theta \) as \( \theta \) rises, or \( \eta_t(\theta) \) rises quickly with \( \theta \), firms having low current \( \theta \) are likely to experience larger and more variable growth in \( \theta \). Imitation possibilities are more diverse for firms having low \( \theta \) (thus leading to greater variation in the growth of \( \theta \)), and under mild conditions, the expected change in \( \theta \),

\[
\int_{\theta} \theta' \Psi(d\theta' \mid \eta, \mu, \theta, F_t) - \theta,
\]

is declining in \( \theta \). That is, on average, imitation possibilities are also better for smaller firms. These effects are exaggerated when expressed in proportional terms. Provided the impact of \( \theta \) on \( \partial c / \partial q \) does not increase greatly with \( \theta \), the same effects will generally occur in terms of output and/or profit as well: smaller, less profitable firms will experience comparatively large and variable growth in output and profit.\(^{16}\) The general point is that the presence of imitation possibilities causes a phenomenon like regression to the mean in the evolution of firm size, and renders growth rates more variable for small firms.\(^{17}\) These results are strikingly illustrated in the three-state model studied below.

---

\(^{16}\) Similar predictions, but from a very different model, may be found in Jovanovic (1982). Mansfield’s (1962) observations are also relevant.

\(^{17}\) Recent empirical documentation is contained in Evans (1987).
\[ N(\theta' | \theta) = \begin{cases} 
0 & \theta' < \bar{\theta}, \theta = \bar{\theta} \\
1 - (\delta + \delta^2) & \bar{\theta} \leq \theta' < \hat{\theta}, \theta = \bar{\theta} \\
1 - \delta^2 & \hat{\theta} \leq \theta' < \tilde{\theta}, \theta = \tilde{\theta} \\
1 & \tilde{\theta} \leq \theta', \theta = \hat{\theta} \\
1 - (\delta + \delta^2) & \hat{\theta} \leq \theta' < \tilde{\theta}, \theta = \hat{\theta} \\
1 & \tilde{\theta} \leq \theta', \theta = \hat{\theta} 
\end{cases} \]

\[ F_0(\theta) = \begin{cases} 
0 & \theta < \bar{\theta} \\
1 & \theta \geq \bar{\theta} 
\end{cases} \]

and

\[ g(x) = 1. \]

The first three requirements are self-explanatory, as is the fifth. As regards the fourth, the structure of \( N(\theta' | \theta) \) is such that for either \( \theta = \bar{\theta} \) or \( \hat{\theta} \), a better idea occurs with probability \( \delta + \delta^2 \). However, given \( \theta = \tilde{\theta} \), any new idea yields \( \theta = \tilde{\theta} \) only with probability \( \delta / \delta + \delta^2 \), whereas \( \sim \) is the only possible better idea given \( \theta = \hat{\theta} \). Finally, \( g(x) = 1 \) simply means that when attempting to imitate, the firm selects a target at random from the distribution of other firms.

The specific parameter values used are listed in the Appendix, section 6. They were chosen as if time periods were fairly short (for example, \( \beta = .98 \)), and both innovation and imitation quite costly. The resulting evolution of the economy is comparatively smooth, which offers significant computational advantages. The parameters were also chosen so that new ideas are not common (e.g., \( \delta + \delta^2 = .035 \)). The reason for this specification is that it is close to the "breakthrough" environment discussed above, in which most issues became uncluttered.

Figure 1 illustrates some basic features of the equilibrium. \( \hat{f}_t, \hat{\hat{f}}_t, \text{ and } \hat{\hat{f}}_t (\equiv 1 - \hat{f}_t - \hat{\hat{f}}_t) \) are the fractions of firms having access to \( \theta = \bar{\theta}, \hat{\theta}, \) and \( \tilde{\theta} \) respectively. As would be expected from general proposition no. 4, \( F_{t+1} \leq F_t \), \( f_t \) falls over time, \( \hat{f}_t \) rises then declines, and \( \hat{\hat{f}}_t \) is rising, eventually reaching unity. Similarly, the product price declines over time, changing most rapidly when new ideas are spreading quickly and average output is rising.
Figure 1
a) $f_t$, $\hat{f}_t$, $\bar{f}_t$; b) $p_t$; c) Average Output.
picks up and becomes more variable. These, of course, are the periods during which \( \theta = \hat{\theta} \) and \( \theta = \bar{\theta} \) diffuse. The notable difference is that for these small firms, compared to those for which \( \theta = \hat{\theta} \), growth is greater and becomes much more variable because there is more for them to learn and they try harder (\( \mu_1(\theta) > \mu_1(\hat{\theta}) \)).

These complicated dynamics are further illustrated in Figure 4. \( \Pr(\theta \to \hat{\theta}) \) is the probability with which a firm that currently has access to \( \theta = \hat{\theta} \) will learn \( \theta = \bar{\theta} \) in the current period. \( \Pr(\hat{\theta} \to \theta) \) and \( \Pr(\bar{\theta} \to \theta) \) are defined analogously. All transition probabilities involving learning \( \theta = \bar{\theta} \) are very small early on since \( \theta = \bar{\theta} \) is difficult to obtain by innovation and there are hardly any firms to imitate. \( \Pr(\theta \to \hat{\theta}) \) is small for low values of \( t \) for the analogous reason. However, once \( \theta = \hat{\theta} \) has been learned by some firms, the imitative activity of firms that currently know only \( \theta = \hat{\theta} \) produces a large change in \( \Pr(\theta \to \hat{\theta}) \). Similarly \( \Pr(\hat{\theta} \to \bar{\theta}) \) and \( \Pr(\bar{\theta} \to \bar{\theta}) \) rise once innovation yields \( \theta = \bar{\theta} \) for some firms. Observe that \( \Pr(\theta \to \hat{\theta}) > \Pr(\hat{\theta} \to \bar{\theta}) \): the greater reliance of small firms on imitation yields a greater likelihood that they will learn \( \theta = \bar{\theta} \)—"mixing".

Finally, Figure 5 displays the heterogeneity in the industry over time as measured by the variance of industry output. The diversity generated by innovation, along with the eventual homogeneity—producing role of imitation, are readily apparent.

III A SPECIFIC MODEL

The previous section focused on a quite unrestricted model of innovation and imitation, and obtained some general results on existence and features of equilibrium in that environment. In this Section, a great deal of extra structure is imposed and much more specific conclusions obtained.

Restrictions. The key elements of the economic environment are product demand \( D_t(Q_t) \), costs \( c(q, \eta, \mu; \theta) \), the space of ideas \( \theta \), possibilities for new ideas given existing ones \( N(\theta'; \theta) \), the endowed ideas \( F_0(\theta) \), and the impact of sampling procedures, \( g(\cdot) \). These elements are restricted as follows: (i) for all \( t \), \( D_t(Q_t) \) is infinitely elastic at price \( p \); (ii) \( c(q, \eta, \mu; \theta) = \)
\( c_q q^2 / 2\delta + c_\eta \eta^2 / 2 + c_\mu \mu^2 / 2 \), where \( c_q, c_\eta \) and \( c_\mu \) are positive constants; (iii) \( \Theta = \{ \bar{\theta}, \tilde{\theta} \} \) with \( \bar{\theta} > \tilde{\theta} \); (iv) \( N(\Theta | \Theta) = 1 - \delta \) for \( \delta \in (0,1) \); (v) \( F_0 (\delta) = 1 \); and (f) \( g(x) = 1 - (1 - x)^{1/2} \).

The impact of these restrictions is as follows. Given \( \Theta = \{ \bar{\theta}, \tilde{\theta} \} \), there are just two possible technologies. \( F_0 (\delta) = 1 \) requires that all firms have access only to \( \theta = \tilde{\theta} \) at the outset. Thus \( \tilde{\theta} \) will be referred to as the "old" technique, and \( \bar{\theta} \) as the "new" one. The structure of \( g \) is such that if the fraction \( f \) of firms have access to \( \theta = \bar{\theta} \), the probability of imitation given \( \mu \) is \( \mu \frac{1}{2} \).

Fixing \( p_t = p \) forces the environment to become "stationary"; in particular, it simplifies by causing the value of a firm that has access to the new technique to be constant over time: \( V_t (\tilde{\theta}) = \tilde{V} \). That is, given \( \tilde{\theta} \) there is no reason for the firm to choose \( \eta \) or \( \mu \) not equal to zero [Section (II)], in which case the value of the firm is the discounted net revenue from production, the one period component of which is fixed for \( p_t = p \).

The restrictions on \( c(\cdot) \) are in line with, but stronger than, those that yielded \( dq_t / d\theta > 0 \) in Section II, the strengthening being purely for analytical tractability.

Finally, the structure placed on \( N(\theta' | \theta) \) indicates that if a firm having access to the old technology \( \theta \) succeeds in inventing, the new idea will improve over the old with probability \( \delta \). The notion here is that there may be many technologies, but all yield production costs equal to one of \( c_q q^2 / 2\bar{\theta} \) or \( c_q q^2 / 2\tilde{\theta} \). \( \delta \) then indexes how difficult it is to come up with a cost reducing idea.

**Development of the Restricted Model.** Before proceeding, extra simplification is possible. Since \( p_t = p \), profit maximization at \( t \) implies \( q_t (\bar{\theta}) = \bar{\theta} p / c_q \) for any \( t \). \( q_t (\tilde{\theta}) \) will then be suppressed in what follows. Define

\[
\pi = pq_t (\bar{\theta}) - c_q q_t^2 (\bar{\theta}) / 2\bar{\theta} = \bar{\theta} p^2 / 2c_q
\]
\[
V_t(f_t) = \pi + \max_{(\eta, \mu) \in [0,1]^2} \left[ -c_\eta \eta^2/2 - c_\mu \mu^2/2 + \beta \left( (1 - \eta \delta)(1 - \mu f_t) V_{t+1}(f_{t+1}) \right) \right. \\
+ \left. (\eta \delta + \mu f_t^\perp - \eta \delta \mu f_t^\perp) \bar{V} \right].
\] (8)

Notice that for a fixed value of \( f_t \neq f \) the environment is stationary over time. Thus the policies \( \eta_t(\Theta) \) and \( \mu_t(\Theta) \) \((\eta_t(\Theta) = \mu_t(\Theta) \equiv 0 \) is taken as given, from Section II) can be written as the stationary policies \( \eta(f) \) and \( \mu(f) \). Moreover, the value of the firm also depends on \( f \) alone: \( V_t(f_t) \) can be written \( V(f) \). For given \( \eta \) and \( \mu \), let

\[
f' = f + (1 - \eta)(\eta \delta + \mu f_t^\perp - \eta \delta \mu f_t^\perp)
\] (9)

be the "successor" to \( f \). Then (7) becomes

\[
V(f) = \pi + \max_{(\eta, \mu) \in [0,1]^2} \left[ -c_\eta \eta^2/2 - c_\mu \mu^2/2 + \beta \left( (1 - \eta \delta)(1 - \mu f) V(f') \right) \right.
\\
+ \left. (\eta \delta + \mu f^\perp - \eta \delta \mu f^\perp) \bar{V} \right].
\] (10)

**Equilibrium.** In this stationary environment, an equilibrium is a triple of functions \( \eta(f), \) and \( V(f) \) such that \( \eta(f) \) and \( \mu(f) \) yield the maximum on the right hand side of (10) when \( f' \) is given by (9) and \( f \in [0,1] \).

An equilibrium exists, by Theorem 1. Moreover, in what follows the analysis will focus on interior solutions for \( \eta \) and \( \mu \), a sufficient condition for which—\( \min\{c_\eta, c_\mu\} > \beta \bar{V} \)—is imposed. This condition is also sufficient to guarantee that the equilibrium is symmetric (Theorem 2). Finally, it is tedious but not difficult to show the intuitive result that
It is easy to check that if (not only if) \( \frac{d}{df} \Delta(f') \) is rising in \( f \), \( \eta(f) \) is monotonically decreasing in \( f \), and \( \mu(f) \) increasing. Referring back to (12) and (13), marginal returns to increasing \( \mu \) are rising in \( \frac{d}{df} \Delta(f') \), while marginal returns to \( \eta \) are falling. Intuitively, greater \( f \) makes it more likely that imitation rather than innovation will turn up \( \vartheta = \vartheta_0 \). Provided the gain from learning \( \vartheta = \vartheta_0 - \Delta(f') = \bar{V} - V(f') \) is not falling too quickly in \( f \), greater \( f \) yields a substitution of imitation for innovation as the number of firms using \( \vartheta = \vartheta_0 \) rises over time.

Must \( \frac{d}{df} \Delta(f') \) increase in \( f \)? Since \( \frac{d}{df} \Delta(f') = 0 \) for \( f = 0 \) and \( \Delta(1) > 0 \), \( \frac{d}{df} \Delta(f') \) must be increasing in \( f \) "on average." The Appendix provides a simple sufficient condition guaranteeing that \( \frac{d}{df} \Delta(f') \) is increasing in \( f \) for all \( f \). The difficulty is as follows. For \( f = 0 \) or \( f = 1 \), changes in \( f \) have little effect on the likelihood of imitation, in which case \( V(f') \), and hence \( \Delta(f') \), varies little with \( f \). But for less extreme \( f \), \( \Delta(f') \) may be quite sensitive to \( f \). The sufficient condition limits this sensitivity.\(^{19}\)

In what follows, to emphasize the dependence of \( \Delta(f') \) on \( f \), through (9), \( \Delta(f') \) will be written \( \bar{\Delta}(f) \). Assuming differentiability of \( \bar{\Delta} \), \( \frac{d}{df} \Delta \) increasing in \( f \) is equivalent to \( f\Delta'/\bar{\Delta} \geq -\frac{1}{2} \).

The basic result is then that, over time, firms for whom \( \vartheta = \vartheta_0 \) devote more effort to imitation and less to innovation. Of course, those who have been successful (\( \vartheta = \vartheta_0 \)) do neither.

**Pure Imitation and Innovation.** Even in the very simple environment under consideration in this section, some entities of interest can behave in a relatively complicated manner; \( f_t \) is an important example. The sequence \( \{f_t\}_0^\infty \) describes diffusion of new technology \( \vartheta = \vartheta_0 \), a process that is of some interest. At this point all that can be said about diffusion is \( f_{t+1} > f_t \), a direct consequence of \( F_{t+1}(\vartheta) \leq F_t(\vartheta) \) and \( \partial c/\partial \eta \) small for \( \eta \approx 0 \) in the general model. The

\(^{19}\) A great deal of numerical analysis of the two-state model has so far failed to yield an example where the sufficient condition is violated even though it seems that such a failure is a theoretical possibility.
1. Diffusion. How does new technology propagate in the population of firms? First, consider pure imitation. For $\delta \to 0$,

$$\mu(f) \equiv \frac{\delta f^2 \Lambda(f)}{c \mu}, \tag{13}$$

$$\eta(f) \equiv 0,$$

and

$$f' \equiv f + (1 - f)f^2 \mu. \tag{14}$$

Under pure imitation, only the small amount of innovation allows $f$ ever to depart from zero. But subsequently, imitation forces $f$ to unity.

The rate of adoption of new technology — $f' - f = (1-f)f^2 \mu$ — is very small both early on ($f = 0$) and late ($f = 1$) in the industry's evolution. When is this rate a maximum? Let $\zeta = f\Lambda'/\Lambda$; $\zeta \in (-\frac{1}{2}, 0)$ for $f^2 \Lambda$ increasing in $f$, assumed earlier. If $f' - f$ is a maximum at some $f^*$, $\partial(f' - f)/\partial f = 0$ for $f = f^*$ must hold. Differentiation of (13) and (14) gives

$$f^* = \frac{1 + \xi}{2 + \xi} \in (\frac{1}{3}, \frac{1}{2}).$$

That is, the maximum rate of new adoptions must occur when at least one third, but not a majority, of firms are already using the new technique: Under pure imitation, diffusion must be "slow" in this sense. To see why this result follows, suppose $\mu$ were fixed at some $\bar{\mu}$ for all $f$. Then the maximum rate of adoptions would occur at $f^* = \frac{1}{2}$. When $\mu$ is permitted to be a choice variable, additional forces come into play. New adoptions are $f' - f = (1-f)f^2 \mu = (1-f)(\mu f^2) \propto (1-f)f^2 \Lambda(f)$. The function $f(1-f)$ achieves a maximum at $f = \frac{1}{2}$, and $\Lambda$ is declining in $f$, in which case $f' - f$ must peak before $f(1-f)$. (Equivalently, $\mu$ rises with $f$ but at a rate

$^{21}$The parameter $\xi$ will be suppressed until some use is to be made of it.
captured in usual measures of R&D expenditures. However, it is not clear that this notion is correct. Indeed, the main empirical counterpart of expenditures on imitation is exactly that part of R&D associated with evaluation of products produced by others, in which case the measurement problem may well turn out to be more the difficulty of distinguishing between the two expenditure categories empirically. Assuming R&D expenditures include both costs of innovation and imitation, what does the model predict for such data?

Under pure imitation, industry expenditures on R&D are \((1-f)c_\mu \mu^2/2 = -f \beta^2 \bar{\alpha}^2/2c_\mu\), which equals zero for \(f = 0\) or 1. Differentiation with respect to \(f\) shows that this quantity does not vary with \(f\) for \(f \equiv 0\) (because \(\mu \to 0\)) and is strictly declining in \(f\) as \(f\) approaches unity.

Moreover, it is at a maximum when

\[
f = \frac{1+2\zeta}{2(1+\zeta)} \in (0, \frac{1}{2}).
\]

\[
\leq \frac{1+\zeta}{2+\zeta},
\]

the latter being the value of \(f\) for which new adoptions are most rapid. Thus, maximum industry expenditure on R&D peaks before new adoptions. Moreover, industry expenditure on R&D, relative to variance of output, is falling in \(f\). Then, the \(f\) for which maximum expenditure occurs precedes that which maximizes variance of output. Over time then, industry heterogeneity, expenditures on R&D, and new adoptions all change very slowly at first, rise quickly, than fall to zero rapidly. However, expenditures peak first, then adoptions, then finally heterogeneity. These "ordering" results are somewhat sensitive to \(g\). Indeed \(g \equiv 1\) yields variance being maximized prior to expenditures, which peaks before adoptions. The invariant prediction is that expenditures peak before adoptions.

\[\text{That is}\]

\[
\frac{(1-f)\beta^2 \bar{\alpha}^2/2 c_\mu}{f(1-f)(\bar{q} - q)^2} \approx \bar{\alpha}^2.
\]

and \(\bar{\alpha}\) is Falling in \(f\).
The second issue pertains to the "productivity" of R&D expenditures. One index based on this concept is R&D expenditure per adoption subsequently generated. Under pure imitation, this value is proportional to \((1-f)\mu^2/[(1-f)\mu] \propto \mu/\mu^2\) which declines over time (albeit slowly). Under pure innovation the same index is proportional to \((1-f)\eta^2/[(1-f)\eta] \propto \eta\), which falls over time. The conclusion that expenditures per adoption falls under pure imitation depends on \(g\). Indeed \(g = 1\) yields that index rising over time. The robust conclusion is that productivity falls off more quickly under pure innovation.

4. Parameter Changes

How do variations in underlying parameters affect the endogenous entities in the model?

For this question to be of interest it is necessary that equilibrium be unique. In the Appendix it is shown that equilibrium is always unique under pure innovation, and unique under pure imitation subject to a mild condition on \(\mu(f)\). (The interpretation is thus that if there is a pure imitation equilibrium that satisfies the restriction, there is exactly one.) Since the results derived here are intuitive, their proofs, which are tedious, are left to the Appendix.

First, consider an increase in \(c_\mu\). Obviously, this change has no effect under pure innovation. So consider pure imitation. Therein, for all \(f \in (0,1]\)

\[
\frac{\partial \mu(f)}{\partial c_\mu} < 0,
\]

as would be expected. It then follows that \(f_1\) is lower for every \(t\) and that the maximum rate of new adoptions is lower and occurs later when \(c_\mu\) rises. Moreover, the variance of output rises more slowly and also peaks later, although, due to the separability of costs, its maximum value does not depend on \(c_\mu\). Whether aggregate expenditures on R&D rise or fall with \(c_\mu\) is generally indeterminate; i.e., whether the decline in \(\mu\) more than offsets the increase in \(c_\mu\) depends on parameter values.
too large. The difficulty is merely that since

\[ \mu = \frac{1}{\xi} \Delta(f^{'}) \]

if an increment to \( \xi \) has a large effect on \( f^{'} \) (as may occur if \( f \) is moderate and \( \mu \) not small), \( \Delta(f^{'}) \) may decline greatly in response to a change in \( \xi \). Generally, \( \partial \mu / \partial \xi > 0 \) is to be expected.

For pure innovation the situation is very similar. \( \partial \eta / \partial \delta < 0 \) is a possibility, but \( \partial \eta / \partial \delta > 0 \) is the leading case. Since \( \Delta \) is almost constant for \( \xi \rightarrow 0 \) (yielding pure innovation) the only possible offset to \( \partial \eta / \partial \delta > 0 \) is the negative effect of \( \delta \) on \( \Delta \).

Finally, as would be expected, in both pure models, greater \( \beta \) raises the investment in information (\( \mu \) or \( \eta \), as appropriate) with the obvious consequences for diffusion, R&D expenditures and heterogeneity.

IV TWO APPLICATIONS

The previous two sections developed a general model and then restricted it to obtain a series of sharper conclusions. This section presents two simple applications — diffusion of diesel locomotives in the U.S. railroad industry, and mechanization of loading coal in the U.S. underground mines — and illustrates some of the general issues on industry dynamics raised in the latter part of Section II.

1. **Diffusion of Diesel Locomotives.** The first usable diesel locomotive was invented by Rudolf Diesel in 1912 (Schmookler). Diesel locomotives were first used in the United States in 1925. By 1968 they had replaced steam locomotives entirely.\(^{23}\)

   This situation is an appropriate one for application of the two-state model of

\(^{23}\)A few electric and "other" locomotives are ignored in what follows. As a group they never amounted to as much as 2% of the total.
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model—namely that differences across firms (here mines) renders it difficult to introduce new methods by simple imitation—appears a reasonable one in the mining context wherein there is substantial variation in the seams to be mined, etc.

Figure 9 provides the diffusion of mechanical loading of coal mined underground in the U.S. over 1924–69. In contrast to the markedly S–shaped diffusion of diesel locomotives, the mechanization of loading coal is slower and much more concave. (Compare figures 7 and 9.) This diffusion is not strictly stochastically increasing (i.e. \( f_{t+1} > f_t \) fails five times over the sample period, two of the occasions during the Great Depression), but the departures are not major and mechanization does ultimately take over more or less completely.

As in the previous application, if all variation in these data is attributed to movements in the policy function \( \eta_b \), the estimates of \( \eta_t \) very substantially. In contrast to the diesel case, in which measurement error appeared to be the major problem, in this case the Depression (1931–5 in particular) slows the rate of diffusion substantially, and there are less sizable slowdowns in both 1955–59 and 1962–64. As above, there are several methods for dealing with this issue. It turns out, again, that all yield basically the same conclusions. Only the results based on "smoothed" \( f_t \) are presented here.

The smoothing procedure uses the \( f_t \) predicted from the estimated equation

\[
\ln\left(\frac{f_t}{1-f_t}\right) = -4.58 + .3677 t - .0086 t^2 + .00009 t^3
\]

\( (13.76) \quad (6.30) \quad (4.77) \)

\( R^2 = .986 \)

The hypotheses that may be confronted using these data are

1). Diffusion: \( f_t - f_0 > 0 \), \( f_t \rightarrow 1 \), \( f_{t+1} - f_t > 0 \) and achieves a maximum at \( t=0 \);

2). Innovation: \( \eta_{t+1} < \eta_t \) (Equivalent, under pure innovation, to falling productivity of R&D expenditures);

3). R&D Expenditures: achieve a maximum at \( t=0 \);
4). Heterogeneity: Variance of output achieves a maximum after both diffusion and R&D expenditures peak.

These hypotheses are confronted by noting that under pure innovation (normalizing $\delta$ to unity):

$$f'_t = f_t + (1-f_t)\eta_t,$$

in which case the time path of $\eta_t$, and variables proportional to R&D expenditures, diffusion and heterogeneity can be calculated. These data are illustrated in Figure 10 (panels (a)-(d)).

The basic diffusion hypotheses $f_{t+1} > f_t$ and $f_t \to 1$ have been discussed already. That diffusion is most rapid at the outset does not hold in these data, although it does peak early, when $f_t < \frac{1}{3}$. In particular, maximum diffusion occurs prior to maximum heterogeneity.

The most basic feature of the pure innovation model, $\eta_{t+1} < \eta_t$, is clearly evidenced in these data, as are the trivial (given $f_{t+1} > f_t$) additional implications that R&D expenditures should be strictly declining over time and that they should peak prior to maximum heterogeneity.
1. Monotonicity of $V_t(\theta)$, and the Reservation Value Property

Let $\theta$ be the current idea and $\mathcal{X}: \Theta \rightarrow 2^\Theta$ be a correspondence from $\Theta$ to the Borel sets of $\Theta$. $\mathcal{X}(\theta)$ is interpreted as the set of ideas that would be put to use at $t+1$ if discovered at $t$, when the current idea is $\theta$. For each $\theta$, $\mathcal{X}(\theta)$ is chosen by the firm. Let

$$T(V)(t,\theta) = \max_{q, \eta, \mu, \mathcal{A}} \left[ \begin{array}{c} p_t q - c(q,\eta,\mu;\theta) + \beta \left[ \int_{\mathcal{A}(\theta)} V(t+1, \theta') \tau(d\theta'; \eta,\mu,\theta,F_t) \right] \\
+ V(t,\theta) \left[ \int_{\mathcal{A}(\theta)} \tau(d\theta'; \eta,\mu,\theta,F_t) \right] \end{array} \right]$$

be an operator from the space of bounded functions of $t$ and $\theta$ to itself. Define $T^k(V) = T[T^{k-1}(V)]$, for $k=1,2,\ldots$, with $T^0(V) = T(V)$.

For any $V(t,\theta)$, $V(\theta) = \lim_{k \rightarrow \infty} T^k(V)(t,\theta)$. Let $V^0(t,\theta)$ be an arbitrary bounded function that is nondecreasing in $\theta$. The maximization on the right hand side of $T(V)$, for $V = V^0$, gives $\mathcal{X}(\theta) = \{ \theta' \in \Theta | \theta' \geq \theta \}$. That is

$$\max_{q, \eta, \mu, \mathcal{A}} \left[ \begin{array}{c} p_t q - c(q,\eta,\mu;\theta) + \beta \left[ \int_{\mathcal{X}(\theta)} V^0(t+1, \theta') \tau(d\theta'; \eta,\mu,\theta,F_t) \right] \\
+ V^0(t+1,\theta) \left[ \int_{\mathcal{X}(\theta)} \tau(d\theta'; \eta,\mu,\theta,F_t) \right] \end{array} \right]$$

$$\leq \max_{q, \eta, \mu} \left[ \begin{array}{c} p_t q - c(q,\eta,\mu;\theta) \\
+ \beta \max_{\theta} \left[ V^0(t+1, \theta'), V^0(t+1, \theta') \right] \tau(d\theta'; \eta,\mu,\theta,F_t) \end{array} \right]$$

$$= \max_{q, \eta, \mu, \tilde{\theta}} \left[ \begin{array}{c} p_t q - c(q,\eta,\mu;\theta) + \beta \left[ \int_{\tilde{\theta}} V^0(t+1, \theta') \tau(d\theta'; \eta,\mu,\theta,F_t) \right] \end{array} \right]$$
strictly improved on \( \{ \theta' \in \Theta : \theta' > \theta \} \), \( V_\tau(\theta) \) is strictly increasing. In particular \( V(f) \) is strictly rising in \( f \).

3. A Sufficient Condition for \( \mu(f) \) and \( \eta(f) \) to be monotone: \( \frac{1}{f^2} \Delta(f') \) Increasing in \( f \).

Using the notation of Section III, define an operator on the space of bounded functions \( V : [0,1] \rightarrow (-M,M) \), where \( 0 < M < \infty \), by

\[
T(V)(f) = \pi + \max_{\eta, \mu} \left\{ -c_\eta \eta^2 / 2 - c_\mu \mu^2 / 2 
+ \beta [(1-\eta \delta)(1-\mu^2^f) V(f') 
+ (\eta \delta + \mu^2 f - \eta \delta \mu^2 f)] \right\},
\]

where \( f' = f + (1-f)(\eta \delta + \mu^2 f - \eta \delta \mu^2 f) \) defines \( f' \) as a function of \( f \). Also, define \( \rho(f) \) as the precursor to \( f \) found by inverting the expression for \( f' \); i.e. \( \rho(f') = f \). (\( \rho(0) = 0 \), \( \rho(f) < f \) and \( \rho'(f) > 0 \)). Then, with minor manipulation

\[
\rho(f)^{\frac{1}{2}} [\tilde{V} - T(V)(f)] = \rho(f)^{\frac{1}{2}} \left[ \pi - \pi - \max_{\eta, \mu} \left\{ -c_\eta \eta^2 / 2 - c_\mu \mu^2 / 2 
- \frac{\beta (1-\eta \delta)(1-\mu^2 f)}{f^2} \cdot f^2 [\tilde{V} - V(f')] \right\} \right].
\]

Next, define the operator \( T(Y)(f) \) by

\[
T(Y)(f) = \rho(f)^{\frac{1}{2}} \left[ \pi - \pi - \max_{\eta, \mu} \left\{ -c_\eta \eta^2 / 2 - c_\mu \mu^2 / 2 - \frac{\beta (1-\eta \delta)(1-\mu^2 f)}{f^2} \cdot Y(f') \right\} \right].
\]

Observe that if \( Y(f) = \frac{1}{f^2} [\tilde{V} - V(f')] \) then \( T(Y) = \rho(f)^{\frac{1}{2}} [\tilde{V} - V(f)] > 0 \), and for increasing \( V(f) \), \( \rho(f) < f \) implies

\[
\frac{T(Y)(f)}{\rho(f)^{\frac{1}{2}}} = \tilde{V} - T(V)(f) > \tilde{V} - T(V)(f') = Y(f') \quad \text{(*)}
\]
where, to simplify notation, it is taken as given that \( \hat{\theta} = \bar{\theta} \) implies \( \eta_t = \mu_t = 0 \). For each sequence \( \{f_t\} \) the sequences of actions \( \{\eta_t\}_0^\infty \) and \( \{\mu_t\}_0^\infty \) are unique. Define

\[
\lambda_t(f_t) = \eta_t(f_t)\delta + \mu_t(f_t)\left(\frac{1}{t}(1 - \eta_t(f_t))\delta\right)
\]

as the probability with which a firm currently knowing \( \hat{\theta} = \bar{\theta} \) discovers \( \hat{\theta} = \bar{\theta} \) at \( t \), given \( \{f_t\} \).

Note that

\[
f_{t+1} = f_t + (1 - f_t)\lambda_t \tag{**}
\]

Let \( t = t - 1 \) for \( t > 1 \). Let \( \ell_\infty[0,1] \) be the space of nondecreasing sequences converging to 1.

Define the operator \( T^* : \ell_\infty[0,1] \to \ell_\infty[0,1] \) by \( T^*(f_t)(t) = f_t + (1 - f_t)\lambda_t \) for \( t = 1, 2, \ldots \), and \( T^*(f_t)(0) = 0 \). Observe that for sequences \( f^0_t = \{f^0_t\} \) and \( f^1_t = \{f^1_t\}, d_\infty(f^0_t, f^1_t) = \sup_t |f^0_t - f^1_t| \) is a metric on \( \ell_\infty[0,1] \) and \( (\ell_\infty[0,1], d_\infty) \) is a complete metric space (completeness is straightforward, and the metric space property follows because it is a subset of \( (\ell_\infty[0,1], d_\infty) \).

Thus if \( T^* \) is a contraction mapping it has a unique fixed point. See for example, Harris (1987).

Since the sequences \( \{f_t\} \) converge to unity, Blackwell's sufficient conditions for \( T^* \) to be a contraction mapping collapse to the requirements.

If \( f^0_t \geq f^1_t \) \( \forall t \), \( T^*(f^0_t)(t) \geq T^*(f^1_t)(t) \) \( \forall t \). Again, see Harris. Under pure innovation, \( \eta_b \) and \( \lambda_b \) does not depend on \( f \), in which case the sufficient condition is satisfied immediately.

Under pure imitation, it is sufficient that sign \( (f_t^0 - f_t^1) = \text{sign} [\mu_t((f_t^1))](f_t^0)^{\frac{1}{2}} - \mu_t((f_t^1))(f_t^1)^{\frac{1}{2}} \); i.e. that the parameters in the problem are such that in comparing \( f^0 \) to \( f^1 \), imitation is not so much easier under \( f^0 \), that \( \mu_t \) not only falls (as it need not), but falls faster than \( f_t^1 \) rises.

5. Comparative Dynamics

The analysis of pure innovation is very similar to that of pure imitation. Consequently, only the latter is presented.

a) Increasing \( c_\mu \).
\frac{\partial f^*}{\partial \xi} = (1-f)f^\frac{1}{2}\mu > 0 \text{ always obtains renders the result for general } f \text{ ambiguous.}

d) Increasing } \beta.

The analysis of raising } \beta \text{ is analogous to that of changing } c_\mu, \text{ and only very slightly different in detail (in contrast to the effect of changing the parameters in (b))). As indicated in the text } \frac{\partial \mu(f)}{\partial \beta} > 0.

6. Parameter Values in Three State Example

a) Demand: } \beta_0 = 2, \beta_1 = .5

b) Discount Factor: } \beta = .98

c) Space of Ideas: } \delta = 1, \hat{\delta} = 5, \bar{\delta} = 15

d) Distribution of New Ideas: } \delta = .0338

e) Cost Function: } c_\eta = 1, c_\mu = c_\mu = 2100.
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