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ABSTRACT

This paper presents a simple consistent estimataor for models with
censored endogenous explanatory variables and generalized sslectivity
bias. The procedure relies upon the use of generalized residusls to
arcount for the inconsistency caused by the endogeneity and is similar

to the method proposed by Hausman (1978) for specification testing. As
the approach is capable of dealing with selectivity bias as well as the
endogeneity of censored regressors it unifies two areas of the
econometricse literature. Two new tests of endogeneity are also

discussed. The first is simply a by—product of the estimation procedure
while the second is an application of the conditional moment testing
framework. To illustrate the utility of the estimation procedure  two
empirical examples are presented. The first examines the trade off
between fringe benefits and wages while the second is based upon
trichotomous selectieon biss among working women. In both examples the
estimator and the tests perform wslil.






1. Introduction.

The endogeneity of censored explanatory variables and the presence of
sample selection bias are two ffequently encountered problems in
estimating econometric models from unit record data. The first is dus
to the nature of guestionnaire based data and is most commonly observed
in the form of explanatory binary dummy.variables. The second results
from individuals systematically choosing different courses of action.
While both problems are generated by the same underlying mechanism  they
have been typically analyzed in separate frameworks. Simultaneous
systems with limited dependent variables were initially exaninsd by
Amemiya (1978,197%), Heckman {1978}, Lees (1978,1979), HNelson & Glson
(1978}, and later Newey (1987}, who largesly adopted an instrumental
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variable approach while recently some additional issues hav b

m
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addressed by Smith & Blundell (198&), Rivers & Vuong (1988} and Blundsll
& Smith (1989} in a conditional maximum likelihood framework.
Estimation from non—random samples WaS pioneered By Heckman
(1974,1976,197%) and Les (1578] who at first employved & full information
likelihood framswork but subseguently employed a two step estimator.

In tgis paper we provide an unifying framework for aralyzing both
problems. We do so by considering a simultanecus system comprising of
a structural equation, of primary interest, where one or more of the
explanatory variables are censored and endogenous while the remaining
sequations in the system comprise the reduced form representations of
these cenzored variables. 6 method of producing consistent estimates is
discussed for where, first, we wish to estimate the parameters over the
entire datz set and, second, where the cbservations in the primary

equation can be sorted into sub-samples according to the values of these



censored explanatory variables. &n example of the first casze is
evaluating the impact on wages of union status, job choice and frinos
bensefits while an example of the second is the effect of personal
characteristics on wages, conditional on a particular job choice.

a8 feature of this model is that estimation is complicated by ths
presence of endogeneity. Fuf example, in the case of union sta;aéiiéft
would be valuable to establish that while union status is ot
exogenously determined it is weakly exogencus, in the terminology of
Erigle, Hendry & Richard (1983), to wages. This is not only usaful for
hypothesis testing but also implies that the use of dummy variables will
lead to consistent and fully efficient estimates. Qccgréiggly an easily
implementable test of such a proposition would be useful.

The obiectives of this paper are the fellowing. First we develop a
simple two step estimator for models where the endogenous explanatory
variables appearing in the structural eguation are censored or the
ohservations for the structural equation can be sorted according to  the
valuelaf the endogenous explanatory variables. The approcach provides
consistent estimates of both the reduced form and the structural
Equatidn parameters and provides a test of endogeneity. The second task
is to introdurce an easily implementable alternatiye test of endogensity.
This test is based upon the methods described in Newey (198%) and
Tauchen (1985) and focuses on the conditional moments implied by the
model. This approach to diagnostic tests in the limited depsndent
variable framework is discussed at length in Fagan & Vella il?B?‘.

The procedure that follows has several features to comm;nd it over
existing estimators. First, the estimator is easily impleéentagke =nd

requires little additional computation above estimating a seguence of



equations. Second, tﬁe procedure produces a test of weak excgensity.
Finally, unlike the existing éstimators in the literature, the method
discussed here can be easily extended to include various forms of
censoring and selection bias. In this way it not only unifies a growing
literature but also provides a 1link between two areas of research.

The following section discusses the general model and also presents
the estimation procedure. We derive the sample selection procedures of
Heckman (1979}, Barnow, Cain & Goldberger (1981) and Baren (1984} as
special cases of the general model and introduce some new extensions.
Section three discusses the endogeneity tests fraom +this framework and
presents the conditional moment test. In section four two empirical
examples are presented. First we examine a model with an endogenous
explanatory variable censored below at zeroc and the example explored is
the effect of fringe benefits on wages where a non—trivial proportion of
individuals in the sample receive no fringes. The =econd example 1is
that of polychotomous selectivity where adjustment is made for the
amount of time spent in the labor market. A wage eguation is estimated
correcting for the bias intreduced by individuals revealing varying
degrees of labor market commitment. Concluding comments are presented
in section five. It should be noted that while the models to be covered
are quite extensive the analysis that follows is reliant upon the
assumption of normality. Accordingly the models that follow are

restricted to be members of that family-.
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he General Model.
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Consider the following M equation model comprising of one structural

eguation and M-1 reduced form equations

M-1 %
m. = Xi+j§,5jyji+vi i=i..n; j=1..M-1 (1)

i=il..nz j=1i..M-1 {

L,
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[

whzre m is the dependent variable in the equation of rimary interest;

F 3
are unohserved endogenous variables; ¥ and I are vectors of exocgsnous
riable=z observed for the n individuals in the sample; o,y and G ars

paramzters to be estimated; and the v’'s represent zero mean error terms.

Assumption 1: The latent variables are censored by the functicons h such

that the variables y., are ohserved.

P

-
)

)
T
e

<,

-~

B
et

Assumption 2. The triplet (Xi,vi,vji) are independently and identically

distributed.

Assumption 3@ v and the vii's are, conditional on Xi, jointly normal

with rerg means and covariance matrix
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Assumption 4: The parameters of the model are identified.

To illustrate the issues consider two simple examples. Assume M

pe

equal to two, allowing us to suppress the j subscript, and suppose  that

the latent variable yﬁ reflects i1's productivity as a union member. The

variable m. denotes the observed wage received by i. The individusal
will be a union member if the level of yﬁ iz beyond some threshold
producing an cbserved value of Ys which is a binary dummy variable. fBs

the decision to join the union is likely to be dependent on the offered

wage rates, producing a non zero covariance betwesn viand Viie least

[t
[
ot

squares on the the structural equation after substituting yi for yf W
produce inconcsistent estimates.

MNow consider where y: represents some index reflecting productivity
in different occupations and the censoring funcition producss an
indicator function denoting the chosen occcupation. Assume m, is only
obeerved for a subset of the sample corresponding to specific valuss of
¥, = Least squares over the various subsets of Y will not produce
consistent estimates while regressing m on the explanatory variables and
the chserved values of Y will alsc lead to inconsistent estimates. In
fact such an approach iz often not sensible as the censoring may impose
a gquantitative structure on Y- For example in the case of occupational
choice data different outcomes may be assigned different numerical
values (i.e. in=l if ;ndividual i is a doctory y..=2 if individusl i is
a lawyer etc). Note that even if the whole sample is observed the
problem of selection bias remains as the choice of occcupations may be a

function of the wages offered in the various outcomes.

th



To contain ronsistent estimates in this model take expectations

canditianall on the observed values of yjig

M-1
H = ’ X 4 = - §= -
E(m, iy, )=E(a"X; :zlﬁjyjl v )FE(v ity ) isioang §E1..M-L (4)
* ¥ — . ] I P = - : = —
E(yji;yji)-E(yj xi'yji)+E(vji‘in) i=l..ny i=i..M-1 (5}

Thz expected values of the error terms are now conditional on ths
value of yji and can be described as generalized errors in these sense of
Cox & Snell {(17&8}. Eenstetthese generalized errors as vy and v, and
rnote that thsir values are dependent upon the form of the censoring
funcitions hj‘ Emploving our assumption of joint normality and the lawm

ocf iterated expectations rewrite vy in the following manner.

E(E(v,iv. )iy, )=E To Elv  ly. en, (6)

=z i“l:“ji*”i

=h’Uji+ni
where n has an expectation of zercoc and 1is independent of Uji by
construction and A is & i % 1 vector with Kj as the jth element. Mo

reswrite the structural equation as

M1 %

E(mi: 5i Y=Ela” X, +JZlf3Jle k'uii:yji)*“E(ni!in) (7}

1 The term conditional expectations is used for the remainder of the

paper to refer to the expectation taeken with respect to Yis in the

information set.



and consistent estimation of o,8 and A is possible by

lea

after substituting yii with Y- Thus where estimates of «

desired the procedure is as follows. First estimate the

form eguations to obtain consistent estimates of

ljikelihood using the observed values of yji in place of
aof the likelihood functions will be determined by the
censoring functions hj. Employing these estimates of

estimates of the generalized residuals and insert
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structural eguaticon as additional regressors’ and estimate o, 5 and A by

least squars
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Hausman (1978) who argued that inconsistency dus to the

endogeneity

. (Note that this approach is similar to that proposed

regressors can be adijusted by the inclusion of the residusls in place of

the predicted values of the endogenous variable. Thi= is the

the Haueman test of endogsneity).

In general the distriboution of n; will not be normal

¥

o

:
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even known, and the conditional maximum likelihood approach of

asis

for

Biund=ll (1986), Rivers & Vuong {1988} and Blundell & Smith {1987} will
rnot be applicable. The conditional maximum likelihood approach is
‘. £ . . . 1
appropriate where y,. is uncensored, producing generalized residuals
i

that coincide with OLS residuals, which then produces values of 7, which

are also normally distributed”. The intractability of the

distribution

Note that in many instances we will require more than

parameter estimates to obtain the generalized residuals.

-
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While the result that the generalized residuzals are the OLE

the

n
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residuals

where the true value of Y?i is observed is trivially implied by the

definition provided by Cox & Snell (1968} it is shown in

th

=

appendix



¥ n; is in fact a substantial constraint as it restricts the dependent

variablizs in the structural equation to be uncensored to snabl

h

estimaticn4.

The implementation of this estimation procedure regquires estimates of
the generalized errors. These ‘are obtained through the results of
Gourieroux, Monfort, Renault & Trognon (1987) which show that ths best
prediction of the residual is the score with respect‘tu the intercept,
for each chservation, evaluated at the maximum likelihood estimates5,
An outiine of their results, and the derivation of the gensralized
residuale for the models discussed in this papsr, are contained in
Appendix A.

Before examining someg less conventional form

i

of censoring first

i

ronsider the most common case and how the above procedurs produces thes
two step estimator of Heckman (197%9) and the selectivity bias sstimator
of Barnow et.al (13981}). The model has the following two egquation

representation

for completeness.

4 In some instances it may be possible to employ estimators available in

the non parametric and semi parametric literature although these
procedures will alsoc have some restrictions upon the behavior of the

error terms.

The resulte of Gourieroux et.al (1987) apply to modesls contained in
the expaonential family. Thus, given our assumption of normality, their

results are relevant for the models discussed in this paper.



e X ‘o
mi—ﬁ Xi+6yi+u1i i=l..n {8}

y:=a'zi+u2i i=l..n (2}

where the u.’'s are normally distributed error terms with zeroc mesans

i -3

. 2 2 . . .
variances o, :0, and coavariance Tyon The censoring takes the form

e
3

=1 it vy, >0
Yi Y3
yi=G otherwise

An appropriate estimation procedure  for estimating the parametsers

from equation (9) is probit. The generalirzed residuals, see ABppendix A

are given by

Eal

~.
where & and ¢ are the cumulative distribution function and probability
density funciticn of the standard normal distribution evaluated at the
’ EaN
probit estimates of {qfoz). Invoking our assumption of joint normality

rewrite u, . conditional on the observed value of Vo That is

E(uii‘yi}=hv2i+ni i=l..n

where A is eqgual to oy fog . Now rewrite eguation (B) in terms of 1its

-
<

conditional expectation

' =E{f3" H Ly i=1..
E{m, iy, )=E(S Xi+6yi+kv2i.yi}+E(ni=}i} i=l..n (11



Equation (11) can be estimated by least squares to produce consistent
estimates of B, & and A. Those familiar with the selectivity bias
literature will identify this estimator, where X deoes not contain an
intercept and only values of m corresponding to specific values of y are
observed, as Heckman's two step estimator while equation (11) is that
proposed by Barnow et.al (1%981). While this example is rnot the
interesting contribution of this paper it is wvaluable to see the
selectivity bias estimator derived in this context. It alss indicates
that the m=thod can bes extended to where Y is a vector.

Employving this approach alsc produces the continuous selectivity bias
estimator of Baren (1784). In Garern’s model the depsndent wvariable in
the selection equation, (2}, is =sble to take a continuum of values over
a given range and is uncensored. To produce Baren’'s estimator we

estimate () by OLE, as it corresponds to MLE, compute the gsnerslized

i

residuals, given by the least squares residuals {(sse Appendix @A), and

include them as an additional regressor in equation {(8) .

& . L : . . . .
In Garen’'s empirical example the censoring variable he considers is

vears of education. s Garen notes his épproach is not strictly
applicable as years of education cannot be treated as & continuous
variable. 6 more appropriate procedure, as alsoc noted by Garen, is to
treat y as an ordinal variable and estimate the censoring eguation by
ardered probit. This is ths methodology pursued in section four of this

paper.

Note that while this is not precisely GBaren’s estimator 1t captures

the essence of his method and can be easily adiustsed to replicate his

10



f&ithough the models discussed above have appsared elsewhere in the

M

literature they are sasily derived in this present framework. Mor
importantly this methodoloegy can be extended to models with less

conventional typss of censoring which often appear in models in  labo

"4

economics. For example consider the model outlined in equations (8B} and
{21 but where the censoring now takes the form
X 4

o=y, if v >0 and
31 yz 1

Y5 G otherwise.

Given this type of censoring, combined with our normality assumption,
o

an appropriate means of estimating o and o, from eguation (S

=

The generalized residuals now take the form

_ _ﬁ. _ A '—n.r -1 L )
)= =0 (1-T )¢, (1-3 ) +I v, (11)

Zi

v, =Elv__ !

L1 Zi !

Y3

Fur Fur Por
where « and o, are the Tobit maximum likelihood estimates of o ang o,3 @
<.

L3 Tor

=y .~ Z.:y and I. is an
i i

-

and 5 are evaluataed at these estimates: Vo
indicator function taking the valuse one if Y5 iz uncensored and zero
otherwise. Mow substitute the structural equation error term with its
conditional expectation plus a zero mean error and estimate the
parameters consistently using ordinary least sguares. Consistent
estimates of these parameters could alsoc be obtained from a regression
over the sub sample cgrresponding to yiFO.

These examples illustrate estimation of both 5 and 6. Howsver

procedure.

ii



consider where the values of 5 are of primary interest and individuals
can be sorted by their observed value of Y- For example, considsr the

following model

=3 X, .+u, . i=i..n; j=1..k (12}

¥ =a'z.+u i=1..n; i=i..k {13)

ji i 21

and the selection rules is

X %
=1 if y..»y.. for all j
yj 1 . y_] X ¥ [ Zp

y..=0 octherwise
Jji

The value of mj is only observed for the category of J chosen by
individual i where the k different categories may or may not have some
natural ordering. Howevsr we Can identify the category tvps for each
individual i by observing the value of the k indicator functions
determined by the selection rule. Take expectations conditional on the

valus nf these indicator functions and rewrite (12} as

m

{ LW = M . ¥ v
(mo sty g YTE(B Xy ty  I¥ELUy iy 54)

We now need an estimate of the generalized error. If he k
categories have no underlying order we estimate « by multinomial probit
while if some natural ordering does exist we employ ordered probit. In

both instances the generalized residuals take the following form

- - 5
2itY 54 D_jin_}'inii {1 Hji) (in l'IJ.iB (13}

iz



whers Eji iz an indicator function taking the value 1 1f individusl 1 is
in category i and zero otherwise; nji iz the estimated probability that
individual 1 is in the jth category while nji is the estimated valus of
the density at that point. As shown in Appendix A eguation (135}
represents the scores of the respective likelihood functions with
respect to the intercept. Note however that the probabilities nji will,

in general, differ depending on whether some ordering af categoriss i

m

imposed upon the model. We can now cbtain consistent estimates of Bj by

estimating k separate regressions over the sub-samples corresponding to

=1 and including the generalized residuals as & reEgQressonr.

imilarly, if we are interested in shift differences across groups wWe

can estimate one regression and include, along with the gensralized
o

residuals, k—1 dummy variable reflecting group type .

These two new models illustrate the wide applicability of the

g

This approach is somewhat similar to that proposed by Terzae {1287}

foss

for mo

>

eiz with ordinal qualitative explanatory wvariables although he
does not consider the case where the gualitative variables are
determined endogenously. In & subsequent paper, Terza (198%}). he

addresses this issue and the resulting estimator is similar to  thst
cgutlined here. The major difference in the respective approachss is
that in this paper we derive conditional expectations of the reduced
form error while in Terza’'s work he focuses upon the expectation of the
ordinal wvariable itself. it should b2 noted however that Terza's
results are specific to the framework he examines and, unlike here, does

not result as the special cass of a more general model.

l"""
1



proposed appreocach and how the technigques employed for the more
conventional types of models can be easily applied to the less
conventional cases. While we explore only two new types of censoring it
is apparent that the model can be easily adapted tc variocus other forms
of censored variables such as the wvarious Tobit models discussed in
Amemiya (1984). The model can also be extended to handle different
types of selectivity bias as well as multiple selection rules. Further,
the model can also be applied te structures where there are multiple
endogenous explanatory variables generated by different censoring

functions.

3. Tests of Endogeneity

a8 feature of the models discussed above is  that the estimation

procedure is complicated by the presence of endogen=sity. For example,
. . . 3 .

where exogeneity can be established the use of in in place of Yis will

often produce estimates which are not only consistent but also

Effic;Eﬁt. Furthermore in examining the economic behavior of agents it
is often of interest to establish whether particular explanatory
variabfes can be treated as exogenous to the variables of primary
interest. For example, is the choice to become a union member or sesk
government employment independent of the factors that determine wages’?
One test of this proposition in the above framework is to examine

whether Aj is equal to zero as this is the parameter which captures the

th

carrelation betwsen the structural equations error and the 1 reduced
form eguation’s error. iz it is possible to obitain & consistent
estimate of hj we need to now derive an estimate of it’'s variance. aHs

this class of model is a member of the seguential method of moments

14



models examined by Newey (19B4) we can estimate the covariance matrix in
the manner outlined there, and in Fagan (198&), adjusting for the
hetereoskedasicity arising in the first step. This 1is done for the
Tobit and ordered probit models in Appendix B.

This test of endogeneity is evaluated while accounting foer the
rorrelation that exists between eqguations. This 1is precisely the
approach adopted in the conditional maximum likelihood literature. A
alternative approach is to perform the test under the null hypothesis
that the correlation is equal toc zero. By estimating under the null we

are able to sstimate each of the eguations by maximum likelihood as  ths

1

distribution of the error terms is known. We then develop a test in the
conditional moment framework of Newsy (1983; and Tsuchen (1985} and
discussed in relation to limited dependent variable models by Fagan &
Vella {i?B?}q. fis the methodology of these tests is discussed at length
in the above mentioned papers it is inappropriate to do so here.
HBQEVEF for the sake of motivating the test & brief review, in the
context of the current example, will bs given.

In the case of weak exogeneity the population value of ¢, . will be
equal tn zeroc. Thus a relevant test of such a proposition would bs to

examine the sample estimate of ¢ This can be easily shown o be

1i°

e

equal to ¥=n—1zviivji (see Pagan & Vella {198%)) where the v’'s represent

? The application of these tests requires the data to satisfy certzain

conditions. These are all satisfied by the framework of the models
dis:usseﬁ‘here. The application of the tests also reguires that
the models are estimated by maximum likelihood methods which, given the

nature of the problem, is the method most likely to be employed.

15



the estimated values ﬁf the generalized residuals computed under ths
null of weak exogeneity. The difficulty now lies in deriving the
distribution of ;. This is done by employing the results of HNewey
{1985), Tauchen (1985) and the methods outlined in Pagan & Vella. Thess
papers show that it is possible to test the restriction that v is esqual
to zero by regressing ;i against the scores for the medel and an
intercept. The t—test on the intercept being different from zero
regresents a test of whether ; is egual ta zerslg.

While this conditional moment approach requires some  additional
computation it is often more readily applicable than the alternative
method. That is, where exogeneity is not rejected it is not necessary
to compute the second step covariance matrix as the usual computer
output is appropriate. Given that the covariance matrix may be

cumbersome to compute in some instances there may exist large incentives

to perform these conditional moment tests first.

4. Applications.

Ta illustrate the methodology discussed above we present twn
examples. The first examines the trade off between wages and fringe
benefits. The second considers the possibility of trichatomous

selectivity bias where wage equations are estimated accounting for the

varying degrees of individuals commitment to market work.

10 It is not necessary to perform these tests in the regressicn based

framework as the test statistic is directly computable. As discussed in

Fagan & Vella (198%) there may be certain advantages and disadvantages

in emploving this approach.

is6



A feature of the compensating differentisl 1literature in labor
economics, of which fringe benefits is a special case, is the insbility
to find the expected relationships in the data. For example, consider
the following equation where the objective is to establish the trade aff

between wages and fringe benefits

hourly wage = o + Zajipersanal characteristics + quiregiun dummies

+ Zinindustry dummies +afkhaur1y fringe benefits {14}

It i= 1ikely that the level of fringe benefits is determined
simultanscusly with wages so the problem of endogeneity iz obvious.
Furthermore, many individuals receive no frings nenefits and as fringe
benefits are strictly positive the level of fringes is censored at zero.

Frior to estimation consider the expected sign  of G Most
thearetical models in labor economics, for example those presented  in
the compensating differential literature, unambiguously predict that a
negative relationship exists between wages and fringes although the size
of the trade off is not clear. The intuition beshind this result is  the
fcllcwing, Individuals facing an overall levael of financisl
compensation can choose to receive it either directly in pay or in the
form of fringe benefits. This may represent some desire to avoid higher
tax rates or simply may reflect the preferences of the worker. However
as the totzl value of compensation is fixed the worker must trade off
fringes for pay thus pdeucing a negative relationship between the two.
Empirical attempts to establish such a relationship have failed
miserably. For example the work of Smith & Ehrenberg (1983, Leibowitz

{1983), Kuehneman (198&) and Yakaboski (1988} all present theoretical

17



models predicting a negative relationship between wages and fringses but
produce empirical results indicating a positive relstionship. #e argue
that these models fail dus their inability to adequately account for the
simultaneity.

To estimate eguation (1&) we employ data constructed by matching the
1977 Quality of Employment Survey with the 1977 Employer Expenditures
for Employee Compensation Survey. This produces a data set which has
information on individuals® earnings, receipt of frings benefits,
peresonal characteristics and work place characteristicsll. The variables
employed are described in Table 1.

The first step of the estimation procedure is to estimate the reduced

form equation of the fringe benefit receipts. This takes the form

hourly fringe benefits= 3+2831per50nal charascteristics +ZB}¥rEgian

dummies +ZBf$indu5try dummies {17

and assuming the error for this eguation is normally disiributed we can

2

. . 1 . . .
estimate the B's by Tobit ™ . Following the estimation

N}

f eguation (17}
we employ the estimates of 3 and o, reported in column (1) of Table (2},
to compute  the generalized residuals. We insert the generalized
residuals into equation (14} as an  additional regressor and obtain
consistent estimates of the «'s by OLG. Further,the t—-test on the

coefficient of the generalized residuals is a test of weak exogensity.

ii I am grateful to Faul Yakaboszki for making this data set available.

i2 ; . . i .
The number of censored observations in the sample is forty one. This

constitutes approximately seven percent of the sample.

+ L3



To examine the fringe\wage trade off we first estimate eguation {(1&)
withogut entering the generalized residuals as an regressor. Thae=ss
results are reported in column 2 of Table 2 and an inspection of this
table reveals that the coefficient on the fringe benefits wvariable is
highly significant and pszitivelE. Az noted above this viclates the
expectations generated by conventional models in labor economics.
Following the sstimation of the reduced from and the calculation of the
generalired recsiduals eguation (14) was re—estimated and the results

- 14 . .
= Tahle 20 . The cosfficient on fringe benefits

i
]
i

continues to bhe statistically sigrificant at conventional levels of
confidence but now displays the expected negative sign. The cosfficient
alsc appears to be of reasonable magnitude. The efficient on ths
corFection factor, FBRES, is also significant indicating, as sxpected,

that the level of fringe benefits is endogencus to the wa

e}

g destermining

process. Furthermore the positive cpoefficient on this variable
indicate=z that the uncbserved factors that result in a high lsvel of
fringe benefits are alsoc producing a higher level of wages. This iz an

important result as it is clearly this relationship that is dominatin

in
[(n}

previous attempts to estimate the relationship.

Now focus upon the estimation of wage eguations with trichotomous

13 . e . ' . .
The semi—-log specification reported in this table was chossn over the

linear form on the basis of simple equation diagnostics.

14 This modsl is identified by the non-limearity of the function that

Eat
maps «  Z. into generalized residuals. Slternative specifications which

pte

were identified through conventional exclusion restrictions proguced

similar results to those reported here.



selection bias. The proposition that estimating wage equations over a
sample of working women will lead to biased parameter results is perhaps
the most empirically supported argument in labor economics. This, of
course, results from the systematic self selection of individuals into
the work on not work category. However it is not clear that this
dichotomous characterization of market work behavior is satisfactory as
there exist varying degrees of involvement in the labor force by
females. For example, the fixed costs labor supply model of Cogan
(1981} predicts that the cost of market work involvement encountered by
each individual will affect the minimum number of hours they are willing
tg work. Accordingly it is possible that some “gelection bias" is
rontained in the sub sample of working women. To investigate this
possibility we examine data on females aged between 15 and 2& vyears
living in the two most populous states in fustralia, namely Vicitorias and
New South Wales. The data refer strictly to women who have left schaool
and are taken from the 1985 wave of the Australian Longitudinal Survey.
To explore the degree of labor force participation we first examine
the distribution of working hours. This revealed that the majority of
women either worked zeroc hours or worked over 35 hours per week. The
remainder of the sample, comprising about 10 per cent of the data, were
uniformly distributed over the interval 1-35 hours. This suggests  that
the usual dichotomy of work/not work is inadegquate as there appears to

be at least three types of labor force commitmentis. Accordingly we will

b= . . . . .
i This choice of categories is rather arbitrary and further

investigation is required to establish the robustness of the results to

variations in the separation points for the categories. However Vella

20



refer to those who work zero hours as non workers; those who work one to
thirty five hours as part—time workers; and those who work above thirty
five hours as full—time workers.

To investigate this possibility of trichotomous selection we first
vestimated the following simple wage regression over the sample of

workers.

log hourly wage = o +Zaj¥perscnal characteristics (18)

The variables employed are described in Table I and equation (18) was
initially estimated adjusting for the possibility of selection bias
resulting from the work/not work decision. The adjustmeht took the form
of the Heckman two step correction after estimating the reduced form
sequation explaining the work decision. The results %rcm the reducesd
form probit are reported in column (1) of Table 4 and the results from
estimating eguation (18), reported in the first column of Table 5,
provide the expected finding that selection bias is present.

To investigate the further possibility of selection bias amongst  the
wgrkiné womers we adopted the following two strategies. First we
include, in the adjusted equétinn, a dummy variable, denoted FT,
indicating whether an individual worked full-time or part—-time. These
results are shown in celumn (1) of Table 5 and the statistically
significant coefficient on this variable indicates some differesnce
between the two groups although it does not indicate whether the

decision to participate full-time or part-time is weakly exogenous to

(1%89) produces evidence based on a larger data set that the only

statistically significant step is at 35 hours per week.

J
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wages. The second approach was to ignore the existence of selection
hias in the work/not work decision and to perform the selection
correction over the sub-sample of workers adjusting for the degree of
participation. These results are reported in calumn (3} and provides
some evidence that the part—time/full-time dichc}tnmy16 is not weakly
exogenous to wagesl7.

This evidence suggests the methods described in section 2 ars
appropriate. fs the dependent variable in the censoring equation has =2
natural ordering (not work=0; part—time work=1j Full—time work=2 ) we
can employ the ordered probit method of Mckelvey & Zavoina (1973} to
ecstimate the reduced form parameiers. These are reported in column (3}
of Table 4. Empicyiné these estimates we calculate the generalized
residuals according to equation (13) and insert them as an additional
regressor in egquation (1B). We then re—estimated this wage eguation
over the sub-sample of workers accounting for the endogeneity of FT. UWe
also estimated the wage equations over the sub-samples of full—-time and
part—-time workers while accounting and testing for this possibility.
The results confirm our suspicion that the degree of market work

involvement is endogenocus to the level of wages and adopting the two

i6 This required the estimation of a reduced form probit explaining the

decision to work full-time or part—-time to enable the calculation of the
relevant correction factor. This was performed and the results are
reported in column (2}>Qf Tabhle 4.

17 Strictly spesaking this approach is not appropriate as it ignores the

presence of the already established selection bias in the work decision.

1t does provide some indication however if further bias exists.
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step estimator of Heckman over the whnle sample of workers will lead to
biaced estimates. The major effect of the bias appears to be reflected
in the parameters on the education variable and the shift variable FTig.
1t appears that adopting the simpler approach encourages misleading
inferences regarding the differential part-—time workers receive.

it should be noted that the coefficient ﬁn the correction factor for
the part-time wage equation is not significant at conventional levels of
ctatistical significance. This appears to be primarily attributsble to
the very small coefficient on  this variable compared to thes
corresponding value for the full-time group. 8 closer examination of
this part—time equation however reveals that all of the parameters are
very different to those of the full—time group. It would appear on  the
hasiz= of this that the two markets operate in guite different mannsers in
determining wages. This provides even sironger evidence for s=smployving
the approach outlined above and suggests a greater need to examine the
operation of these markets.

To further investigats the possibility of endogeneity 1in  ths above
models the conditional moment tests discussed in section I were
perfarded. The results for both models are reported in Table 6.

For both models the conditional moments were evaluated under the null
hypothesis of weak exogeneity. The conditional moment test was first
performed on the friﬁge benefit data set. The resulting valus of the
t—statistic on the intercebt ie 4.435  reinforcing our prior of  the

endogeneity and supporting the finding of the alternative test. The

18 Vella (1989) interprets the coefficient on FT as the valus of non

wage labor income received by fuli—-time workers.

+a
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tests were also performed for the working female data set and similar
recsults were obtained although the t—statistic was surprisingly small

for the working women sub—sample.

5. Conclusions-

The objective of this paper is to provide a simple consistent
ectimator for simultanecus models with censored endogenous explanatory
variables. The method developed employs the wuse of generalized
reciduals as a means of adjusting for the inconsistency caused by the
endogeneity. The approach is applicable to various forms of censoring
and is alsc capable of handling unconventional forms of selecticn bBias.

In this sense the paper provides an unifying approach to two areas

il
0
—y

the econometric literature which have been considered ceparately.

Two simple tests of endogeneity are also provided. The first can be
derived directly from the estimation procedure and reguires e
additional computation. The second is derived in the conditional moment
framework and relies on directly testing particular sample moment values
impliés by the model under the null hypothesis of correct specification.
While this test requires some additional computation, in that scores
from the model need to be evaluated, it may often be the case that it is
easier to evaluate the correlation prior to performing the adiuvstment
procedure.

The empirical examples presented provide encouraging results for both
the estimation and testing procedure. In both cases the results were
consistent with prior feasgning and the resulting parameters were of
acceptable magnitude.

Finally it should be noted that while the analysis has been discussed



purely in a cross section framework the procedure 1is appropriate for
many tims series orientated empirical guestions. These include, for
wample, analyses of income policies and other various goverment

policies which are often measured by indicator functions.



TABLE 1: Variables used in Fringe Benefit Analysis

Variable Name Definition Mean
MAalLE Is individual male: yes=1 no=UC. &4
‘MQR Is individual married:yes=1 no=0 .69
AGE Individuals age (years] 37.65
RACE ' Is individual white: yes=1 no=0 .21
EDUC ‘ Individual ' s years of education 12.51
OFFICE Does individual work in office: yes=l

no=0 '48,
LAY Log of hourly wage rate (#%) 1.48
HFRINGE Hourly level of fringe benefits (%} - 71

~ L



TARLE Z: Reduced Form Tobit & Structural OLS

Dependent Variable

HFRINGE LFAY LPaY
COMSTANT —.779% . 038% - 057X
(213} (.113) {.193}
AEE LO1O0% - QO3 LO12%
{ .O02) {.001} (002}
MAR L129% 033 - 138%
(.037}) {.0F1) {.O0ZE5}
R&CE =088 L 05T L145%
{.081) (047} { . 045
Mol B 287Xk L 2a6% L 385%
{062} { OZ4) { .59}
ELRUC L0722 LOE0K .091$A
{.CG10) {.O0&} {0158}
OFFICE ——— LOh4a 007
{034} { 037}
HFER INGE —— 437k —.457%
{025} {.183}
FGERES —_—— m———— B&2%
{.174)
o . 554 —— ———
Log-likelihood ~-529.14 —— —————
-2
R ———— - 599 514
Ohservations &1& &1é &16

NOTES:i) Standard errors are reported in parentheses.
ii} All three models include dummy variables controlling for region
and industry type.
iii) FBRES denotesz the generalized residuals computed from the
reduced form results
ivl % denotes significance at 5% level.



TABLE 3=

Variable

AGEL

AGESZ

AGES

AGE4

CHLD

SFINC

TIWC

LINTONM

5OVT

ASSIG

TIME

Mame

Variables used in Female Wage Eguation Analysis

Definition Mean
Individual aged 15—17 years .11
Individual aged 18-20 years - 32
Individual aged 21-23 years L35
Individual aged 24-2& years » 22
Individual lives in city - 7
Individual has legal or defacto spouse - 25
individual has work limiting disability 05
Individual’'s vears of schooling 11.48
individual speaks english well .89
Individual has child/children 17
Spouse’s weekly income ($): (for MaR=1} 300 .3
Total family weekly income (%) 219.8
Individual engaged in market work .65
Individual works » 34 hours per week .37
individual works 0-34 hours per week 12
Log of hourly wage rate (%): (for WORK=1} 1.8%9
Individual in union: (for WORE=1) . T3
Individual employed by government:

{for WORK=1)} .30

Individual employed under employment scheme:
{ for WORK=1) .

)
~4

WOREKE + FT



TABLE 4: Reduced Form Frobit and Ordered Probit Equations

Dependent Variables

WORK FT
Constant - . 930X 1.361%
(.289) (.393)
AGE1 —.581% —.590%
{.146) (.191)
AGEZ ~.224 -. 240
(.119) : (.147)
AGES — . 2IEX -.048
(.110) (.137)
CIT .282% L0562
(.082) {.106)
MAR —.541% L0003
(.1&1) {.269)
HLT | —.510% —.158
{.115) {.995)
ENG L 245% L0584
{.118) (. 160)
EDLIC .148x% —.012
{021} {.024&)
CHLD -1.786% —1.0483X%
(.115) {.188)
SFINC . L002% - 0003
(.0004) { .O007)
TING . 00003 L0001
( . 00005) { .00008)
MU(1) —_—— —
Log-Likelihood -759.15 -515.21
Observations 1715 1715

—.46%%
{097}

184
(.OFF)

L110%
{.017)

-1 .7&6%F%
(.108)

L0015%
{ .OO003)

. 00006
(. O0004)

-428%
(.028}

—~1284.60

1715



TABLE 5:

Constant

AGE1

ABEZ

GOVT

UNION

LAMBDA

WGERES

2

R
Cbhs

Female Wage Regressions: Dependent Variable LFARY

All
Workers
(1)

2.054%
(.077)

(.031)

—.348%
{022}

—.0468%
{021}

L O18X
{ .3051)

023

{0146}

— . 062K
(.029)

—.136%
(021}

—. Q68X
{.030)

. 487
1187

All
Horkers
{2)

1.990%
{.Q&65)

—.685%
{.032)

— . S4 35X
{.022

- 069K
{022}

S019%
{003}

—.O435%
{.O25)

L101%
(.018)%

023

{.C1&)

—.062%
{029}

—.077%
{030}

— . S00X
(.022)

-488
1187

Full
Time
(3}

1.897%
{.0564)

T-V4-1
(.034)

—-.358x
{022}

- 0%
(022}

Q20X
{ O8]

—.Q32%
{ .0O248)

LOF9F%
{.0Q17)

015
{016}

—.0562%
{.028)

—.149%
{.071}

- 224
984

Full
Time
(4)

1.984%
(-064)

—.46BBX
{.030)

—.362%
{.023)

—077%
{022}

0O

L014%
{.004)

—.O52%
{022

L 078%
(.17}

.0lé6
{016}

—.0&1%
{ .OZ5}

—.067%
{.022)

]

29
98

B

Fart
Time
(3}

1.904%
(.231)

—.653%
(.074)

—.274%
(.074)

—. 027
(.074;

030
(CléE)

L0050
{.0BG)

. 16%%
(.072}

L OES
{.051}

—. 049
{.105)

369
203

NOTES: i) LAMEDA denotes the appropriate Heckman correction

ii) WGRES denotes the generalized residuals

Part
Time
(&}

1.919%

031
(.19)

—. 006
(. 0BT

L1&84%
{.074}

Q5T
{033

—. Q6B
{.112}

—. 001

(.045)

- 367
203



TARLE &: Conditional Moment Tests for Endogeneity

MODEL T—-STAT FOR INTERCEFT
Fringe benefits 4.635
Working women (whole sample) 1.421
Working women (full-time) 3.158
Working women (part—time) 295



Appendix A: Generalized Residuals

To illustrate the derivation of the generalized residuals we restate
the relevant results qf Gourieroux, Mohfart, Renault & Trogron
({hereafter GMRT) providing the page references for their proocfs. The
family of models we consider are nested in the exponential family and
the 1log likelihood for the latent variable has the following

representation.
a1y LYy XL BI=SIaX, LB Ty 1+AX, \BI+BLY 4 X, 1]
Yi t i’B (B i’B Vi it Yis i}!

where G,T.A and B are given numerical functions. Following GMRT we give
the latent model the following second order representation
¥

(AZ) Tly.

l}=m(xi,8}+vi(8}

where E[v_(§)1=0 and m(X,,) is the mean of Tiyh.

Dencte the log-likelihood for the latent variable as L*(yzixisﬁ} ard

the ohserved log likelihood as L(yi:Xi,BE.

Result 1. E[(dL*(Yiixi,B)!dB):YZ)=E[dL(Yi:Xi,B)/d81
Proof: GMRT p31

Result 2. dL*(y}iX, ,8)/dB={d@(X ;) /dBIv, (B)

Froof: GMRT p%

Pefinition: The generalized error Ui{B}=E[vi(B}:y:}

Result S.dL(Yi{Xi,8}/d8={dG{Xi,B}/dB)de}vi(B)

Froof: GMRT piZ



Fesult 1 states that the expected value of score of the latent model
is egqual to the score of the observed model. Results 2 and 3 show that
the scores for each model can be expressed as the product of the
explanatory variables and the generalized residuals. Thus by obtaining
the scores of the cbserved model with respect to the intercept we have

derived the generalized residuals.

Result 4. The generalized residuals for the model where y:=yi are given
by the 0OLS residuals.

Froof: For the model yi=6’xi+vi the log likelihood has the following
representation 7
'L*=L=Z[(B'Xi/az)yi—yffﬁaz—anﬁﬁga—(B’Xi)EXEGEE3

= 2 = 2 =
where G=B*Xif0“; T{yi)=yi; A=(B’Xi)“; B=—y2i20“—1n¥2n0 :
Empioying Results 1,2 and 3 gives

ai ¥ /dp=di/dp=c 2X.v.=0 “X

Thus vi=vi where vi are the OLS residuals.

Result 5. The generalized residuals for the probit model are given by
equation (10) in the text.

FProof: GMRT pl4.

Result &. The generalized residuals for the tobit model are given by
equation (11} in the text.

Proof: GMRT p 17.



Result 7. The generalized residuals for the orédered probit modsl are
given by equation (13} in the text.

Proof: First introduce some additional notation. Following McKelvey &

Zavoina {1%975) define k ordinal outcomes. Mow define the varisbles
[
Di j=l iff individual i is in the jt” category and this is satisfied
5

when

My, i-1"Yi"Hi

1o Y. SM.—f7X, ar L =Dy, . nd ¢. .=plv. . 3 1o denote
where vy, =, 53 kl and lel ®<’1§J} and ¢15J ¢‘y1;3} and & and ¢ snote

the cumulative distributicn function (cdf)! and the probability density
function (pdf) of the standard normal distribution.

Now PriD. .=11=F.

=3, . arnd the likelihood function for the ordered
igd i, i.3-1

probit model can be written as

r
il
M
L M
e
[
[¥]
[k}
o
[
|
eH

Differéntiating with respect to the intercept and employing Result =
gives

ST D. .[(p

i i3 i,i-1

which is equivalent to equation (13) in the text.



Appendix B: Asymptotic Covariance Matrix of the Two Step Estimator

In deriving the covariance matrix of the estimator discussed 1in
section 2 we fcllow the approach of Newey (1984) and Pagan (1984).
Without loss of generality we consider the two Vequation form of the

model where the extension to multiple equations is obvious.

P

Bl m. =R ' X.+& y.+*N v.+n.
(B1) i B i Yi ity
(B2} v.=o 2. +u,

i i i

o A
where v, is some specified function of a’Zi and the srrors are
uncorrelated across individuals and eguations. The systsm can bs
estimated in a sequential manner in that we can first estimate {BZ) to

P o
get o which we then employ to generate v, - Denote the wvector of
s

parameters from (Bl} as 6=[f:6.A1; the variables W=LX,ysvl; and make

the following assumptions.

Bi. The estimate of o, ;, iz phtained by soclving the J moment
conditions®’ h(x)=0.

B2. ; eonverges to a well defined limit Ay ®

h3. The estimate of @, g, is obtained by solving the 1 moment conditions
g(;,g)=0.

b4. The conditions for the mean value theorem for random functions are
satisfied.

/2"
n

bs- (0(—0{3)"' N{G,Vq)-

19 Mote that the «’'s may include more than just the slope parameters.

%]
Al



bB. nl/z(gcao,so))~ NCO,V,).

To find the asymptotic distribution of n1/2(8~90) take a Taylor

series’expansion of g(ao,e) around g(ao,eo). This gives

O:g(ase)zg(q0:60)+ﬂse(qse)(e—eo)"'ﬂea(ass)(a‘ao )+0p( 1)

o~ -~

where («,8) lies between (ao,eo) and («,8) and H denotes the Hessian

matrix. Now through minor manipulation and rearrangement we get

n1/2 - 1 n—1/2

_ ey = 1 1/2,”
(g 80)—188 n

8(eg:8g)+lgg "Ign T (xdg)
where 1 denotes -nng. Assuming that the cross products are equal to
zero gives the following covariance matrix.

-1 -1 -1 .
(B4) Igg Volge +lgo LoaVolou les
To compute (B4) for the models discussed in section 2 we need to specify
the moment conditions which determine the estimates and the form of the
function which maps a’Zi into vy - However first note that the first
part of (B4) can be consistently estimated using White’'s (1880)
procedure. For the tobit model the moment conditions that determine «
are given by

_ ~, P -2 .
(B5) ha— g o (x Zilo))zi/(l (o Zi/o) +o °Z (yi b Zi))zi

+

(B6) h_2= 17263 5 (&°Z.0(x L. /0)/(1-8(a"Z. /7)) -pl20% +1720%5(y . ~a"Z. )2
0 1 1 1 + 1 1



where 0{.) and ¢(.) are the cdf and pdf of the normal distributiong the
subscripts O and + denote that the summation is over the zero and
positive observations aof vy respectively; and p is equal to the numbesr
of non-zero observations. The moment conditions specified by g ar

simply the least squares normal equations. Thus the terms reguired for
(B4} are all immediately available except for the component capturing
the‘un:ertainty generated by having to estimate v, and this is contained
in 18a= A= the constructed varizble is computed as  the first order
rondition with respect to the intercept this is shown in (B3} where the
& is the intercept’s cocefficient. To obtain Iea we first differentiate

the {ES} which correspond

[ii}

to the intercept with respect to  the

]
i
o
m

variables which enter the generalized residuals. This preducs
tnbit second derivatives for the intercept taken with respect to the
other parameters. These are given by

o o _ 2 o P 2 “u o~ _ P v
—Z¢i{i—§i) E¢i“o (1—@i>a'zijzi'zi- oz Zi’Zi

o ¥

i

(B7) dh /da
ot

Bt B

(BS) dh _/do = —1/26°S¢ (1-3.) L 33 tarT N7 (1-8. )2, 9,12
(BR) dh_/do = ~1/20°5¢, (1-8;) [0~ (1-8,)(a’Z; 31 ~(1-8;)-a"T ¢,

(8]

—_—
=2

2%

~— B e
-0 Iy ,~«'Z.}Z,
L 3 i

P

where ;i and éi are the normal pdf and cdf evaluated at o'Z..

b1
-~

Fremultiplving (B7) and (B8} by W  produces Isa and this takess the

following form. Denoting the moment conditions for the k+l=j parameters

in the following manner h s===0 s h such that h , is the

al’haZ ok’ e ol

derivative with respect to the intercept, and the velue of this

=

derivative for the ith individual as haii' qu thus takes ths form of



the product of the two following matrices

Wyy-Wopeoo-Wyp dh,,,/d%,, dhyy /dey, . dhyy,/do
Wyi-¥yo Wy dhq,/d%y, dh, g /de,, dh,q,/do
M xn nxyJ

In deriving the covariance matrix for the model where the first step
is estimated by ordered probit we follow the same steps although the h

noment conditions now take a different form. To illustrate this we

first require some additional notation. Define Di jil if the ith

individual is in the jth category and this occurs when ¢

th

y 7

Lo Y. ofde oy
1,3 1,3 1,3
and zero otherwise. HNow define 61 j=1 if the 1 individual is in the

jth category and zero otherwise. Now set

. .. a L.
Yl J MJ

, T ¢i,j:¢(yi,j) and @i’j=§(yi’j)

The moment conditions for the «'s are given by

14z,

(B9) hqzi ZD. .[(e: N

> 2 P i,5-17%1,3

and the moment conditions for the u’s are given by

(B10) h =Z Z D, [(p. 6 & 1

2 2 Dy 50005, 5%4,57%0,5-1%1,3-00 5,570, 50

38



The corresponding terms to (B7) and (BB) are given by

(BLL) dny/do= 3 2 D, (L6, ;=B . )by s yv;y s_y7b; 5V 5)
~(¢i,j—1‘¢i,j)2}{§i,3—§i,j—1}-2]zizi
(B12) dh /du = T X Di’jE{(Si,j—Si,jﬁi)c¢ 1,375,555 31 5-1%3,3-181 51
T NNV S-S SN SO bis JE FOIPE s L

+ should be noted that in this second example the sample sizes will
vary depending on the category of 1 being considered. Howsver ths
information matrix for «, which reflects the uncertainty introduced by

having to estimate «, is always based on the entire sample.
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