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ABSTRACT

If contemporaneous errors of two or more singular systems of equations are correlated, the
optimal use of information requires that the multiple systems be jointly (simultaneously)
estimated. The estimation procedure relies on the generalized inverse of the covariance
matrix of the combined system, where adding-up restrictions on parameters of each
respective system are imposed. If autoregressive errors are assumed, restrictions on auto-
regressive parameters are iImposed across systems, and lags of one system may appear in
another system. The algorithm of Dhrymes (forthcoming), which is used to estimate the
parameters of one singular system of equations, can be analogously applied to estimate
parameters of a combined system of two or more singular systems of equations.
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Introduction

This paper addresses the problem of jointly estimating two or more singular
systems of equations. The basic assumptions of the paper are that the contem-
poraneous errors of the various systems are correlated and that each singular
system of equations has its’ own distinct specification. The applicability of the
general framework and algorithm of Dhrymes (1984, revised 1988, Forthcoming)
is extended to the problem of jointly estimating multiple singular systems of
equations. In the joint estimation problem, exclusion restrictions and adding-up
restrictions are imposed within and across systems. The estimation algorithm re-
lies on a more expansive covariance matrix, which is singular, and its’ generalized

inverse,

The Literature

Singular systems of equations arise in a variety of economic applications. The
consumer allocation problem is an example, where the sum of the regressands
(expenditures on commodities) must equal the value of a regressor (total expen-
diture) at each observation. This implies that the contemporaneous errors are
linearly dependent. The linear dependency of errors means that the covariance
matrix of the contemporaneous errors will be singular [1].

In modeling the consumer allocation problem, Stone (1954), Pollak and Wales

(1969), Deaton (1975), Lewis (1989), Andrikopoulos et al. (1990), and others



have relied upon the linear expenditure system. In addition, the Almost Ideal
Demand System (“AIDS”) of Deaton and Muellbauer (1980), was used by Ray
(1980), Blanciforti and Green (1983), Mergos and Donatos (1989), Bush (1990),
Conrad and Schroder (1991), and Taube and MacDonald (1991).

Singular systems of equations result from estimating asset demand and factor
shares. Using an adaptation of the AIDS, Zietz and Weichert (1988) estimated
asset demand in a singular system of equations. Adams (1991) examines the
demand for assets within an extended linear expenditure system. The estimation
of factor shares associated with a translog production function, as analyzed by
Berndt and Savin (1975), involves singular systems of equations.

In a singular system of n equations, the standard econometric procedure is
to estimate n — 1 eguations after dropping the nth equation from the system.
When autoregressive errors are present, Berndt and Savin (1975) identify and
impose restrictions that are implied by the adding-up condition on parameters
of the autoregressive process. Invoking the “invariance” result of Barten (1969),
maximum likelihood estimation is then employed.

Dhrymes and Schwarz (1987a) demonstrate that the unrestricted Barten esti-
mator depends on the auxiliary positive parameter k unless all equations contain
the same set of variables, and, thus, Barten’s “invariance” result is problematic
[2]. Dhrymes (forthcoming) presents a comprehensive and symmetric estima-

tion approach. The estimation procedure relies on the generalized inverse of the



contemporaneous covariance matrix, and all restrictions on parameters and the
autoregressive process are imposed. Using the data and model of Berndt and
Savin (1975), Bush (1990) empirically demonstrates that the estimation proce-
dure of Dhrymes improves computational accuracy which is reflected in smaller
estimated standard errors.

Throughout the literature, there is little or no discussion of the problem of
jointly estimating multiple singular systems of equations, when contemporaneous
errors of multiple systems are correlated. In their analysis of pooling interna-
tional consumption data, Pollack and Wales (1987) pooled data and estimated
a Quadratic Expenditure System (“QES”), where a subset of parameters were
identical across countries and other parameters were country specific. In a foot-
note, Pollack and Wales suggest possible efficiency gains “when account is take
of nonzero disturbance between countries.” However, no analysis or estimation
procedure is presented when contemporaneous errors of several systems are cor-

related.

Motivation

In this section, several areas of research that could lead to estimation of a system
of singulars systems of equations are presented. Kim (1988) estimated the de-
mand for education within a system of equations. [3] A variation on Kim’s work

would investigate the demand for education of representative consumers from



two or more socioeconomic groupings. The demand for education of individual
(group) p, p = 1,...,n, would be estimated within a unique system of expen-
diture equations. Each individual’s (group’s) system of expenditure equations is
characterized by a singular contemporaneous covariance matrix. In addition, the
explanatory variables of individual (group) p’s system and the contemporaneous
errors of individual p’s system are independent. However, we assume that the
contemporaneous errors from the system of individual p are correlated with the
contemporaneous errors from the system of individual ¢q. Correlation of contem-
poraneous errors between systems could be a result of externalities or a variety
of other factors.

The empirical literature on charitable giving focuses on the estimation of in-
come and price elasticities for charitable giving through a single equation frame-
work. In this literature, estimates of the extent that government funding crowds
out private giving are presented [4]. Since pecuniary and nonpecuniary dona-
tions are embedded in the consumer allocation problem, price elasticities, income
elasticities, and crowd out effects can be estimated within a broader system of
expenditure equations. With appropriate assumptions and the assumption that
the contemporaneous errors from the system of expenditure or share equations
of individual (group) p are correlated with the contemporaneous errors from the
system of individual (group) ¢, joint estimation of systems would more efficiently

use information.



In telecommunications, Companies such as AT& T, MCI, or Sprint require em-
pirical models and forecasts on the spectrum of their telecommunication services.
As an example, AT&T’s mananagement has requested forecasts of Software De-
fined Network, MTS, Megacom 800, Accunet 1. 5, and Mulitiquest 900 service,
for various customers. Ford’s demand for these five AT&T services could con-
stitute a singular system of equations. A system of expenditure equations can
be constructed for the expenditures of General Motors on AT&T’s services, and
another singular system of equations would exist for Chrysler. Assuming that
the contemporaneous errors among the three expenditure systems are correlated
and that each system has a unique specification, joint estimation of the three

systems implies efficient use of information.

Framework

To estimate systems of singular systems of equations, we build on the notation
and intuition of Dhrymes (1984, 1988, Forthcoming). For intuition, the consumer
allocation problem is considered, where the sum of regressands (expenditures on
commodities) must equal the value of a regressor (total expenditure) at each
observation. Let p denote the system of the pth individual, p = 1,...,n. Let n
denote the total number of individuals or systems.

Let yt(,p) be a 1 x m, row vector of goods consumed by individual p at time t,

where m,, is the number of goods in the pth system. For the pth system, at time



t, the row vector of explanatory variables is xg?)) which is 1 x [,. In addition, we
require that total expenditure ry, be in the [th position of :zsg?)). The matrix of
parameters B, is [, X m,. Let ug? ) be a row vector of contemporaneous errors on
the pth system, where ug?) 1s 1 X my,. {ug?), t=1,2,... } is a sequence of i. i. d
random vectors, where E[u,(f)l] =0 and C’ov(ug?’)l) = Q). Finally, let €m, be a
m, X 1 vector of ones.

The pth singular system can be written as:
) = 0B, + o)

wherep=1,...,n.

Adding-up restrictions imply yt(.p)emp =Ty, =
:Eg??)Bpemp = Ty,

This implies

Byen, =

1,

In addition, the covariance matrix Q%) is singular, since ug?)emp = 0.

Asumption A. We assume that the contemporaneous errors of systems p =

1,...,n are correlated. Specifically, E[u{"] = 0; E[ut(f)ug?)] = w?, E[ugf)ug)] =

17

w,(fQ); and E[ugi)ﬂiugg)] =0.



In this framework, exclusion restrictions are permitted, where the ith equation
of the pth system may not contain all explanatory variables from the pth system.
Since the pth system is y;. () — x?’)B + ug ),

Y®) = (z/(p)) X() = (mg?)); and U®) = (ug?)), t=1,...,T.

If the ith equation of the pth system does not contain all variables,
y¥ = XPF 4P (11)

The ith column of Y®) is y i ) and u% is the ith column of U . The explanatory
variables appearing in the ith equation of system p are contained in Xi(p) . In
the pth system, the parameter vector of the ith equation is ﬂ.(ip), where ﬂ,(ip) is of
dimension Gf.’“) x 1 and where Gl(,f’) 1s the number of explanatory variables in the
1th equation of the pth system.

Assumption B. We assume that some of the n singular systems of equations

may share common explanatory variables, i. e. , an explanatory variable in system
p may appear in other systems. However, each system has a unique specification.
Under Assumption B, define X to be T' x G matrix such that any column
of X is an explanatory vector in at least one of the n singular systems. Clearly,
G > G for every 7 and p.
Convention 1. (i) Since each system must satisfy its adding-up restrictions,
the elements of z; are arranged such that xﬁ}},...,mﬁﬁ} appear in the last n

positions of z;. (e. g. , total expenditures of individuals, p = 1,...,n, appear in

the last n positions of z,.).



(i1) mgfp) must appear in the k + pth position, p=1,...,n of z,..

(2) (n)

Ty = T _ (1) — — A\
t1 .- Ttk Tthtl = Ty Tek42 = Ty, oo Tikdn T Ty

n

Continuity of Systems and Adding-up

Using ., the pth system is
?/g.p) = xt-Bp + Ug?)

where B, is a matrix of parameters and is G x m,.

Convention 2. In B, parameters corresponding to mgfp) (i. e. , total expendi-

ture in the pth system) shall appear in the k + pth row of B,, where wgg is in
the k + pth position of z,..

To preserve the specification of the ith equation in the pth system, define
S’if) to be a permutation of Gf»p) of the columns of I so that XZ-(p) = XSz(f). The
dimension of S is G x G®, where G\ is the number of explanatory variables
appearing in the sth equation of the pth system. Thus, through the application
of S,-lp) the specification of the :th equation in the pth system is preserved as in
(1.1).

Now, $) = diag(S®,. .., S,(,le), and S has dimension m,G x (S72 GP),
Also, vece(B,) = S@ﬁ(”), where 8() is a vector of parameters in the pth system.

The dimension of f® is (E;lple(-p)) x 1. By Assumption B, S # Sl(q).
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The adding-up condition implies ugfy)emp =0, and yt(?)emp = argfp) which implies

(p)

zt.Bpem, =z

This implies

1]8

Ok+1

Bpen, =

Litp

e




Thus,

Orsar

(e, ® I6)SP 5P =

Litp

0g

where p=1,...,n.

A System of Singular Systems of Equations

Writing the entire system we have

ve = [V ul)
Ty = [Cl?tl, ooy Ttk wgl?) e ,xi;l)]

The dimension of y;. is 1 x ¥7_;m,, and u,. is the same dimension as y,..

Now,

WM™ = [meBieeBr. el Ba] + Vi ]

11
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Y = 2. B + uy., (1.2)

where {u;, t =1,2,3,...} is a sequence of i.i.d random vectors with mean zero.
(This demonstrates that the notation of Dhrymes can be used in the analysis of
systems of singular systems of equations. )

System wide adding-up implies, us.e = 0, where ¢ = (e, e ...., e ).

Under Assumption A,

ugy)

(1)

utml

(2)

Elugu,] = ) ug) ugﬂ?l ugf) u§3,22 ug’f) ugfn)n

utmg

(n)

Uyy

(n)

utmn




This implies

A L O ) Ao RO )
1 12 1n n
w,(m)l w,(;}ml wfnli wgf)nz w,(ml) wglgln
W wﬁjf W@ wﬁlz I B wﬁ?g
Eluju] =
21 2 2n n
O oWl Wl W@ Wl e
R o Y R ) 0
I S AL O (O N

which implies e = 0 = Q is singular. In addition, y.e = Egzlwglpp) Thus,
Be=3"_ 2
Ty L3€ p:ll.tlp

This implies

€mq
€m,
- = = —yn (P
CL’t.Bl xt.BZ CCt.Bn _’Epzlxtlp
€m,

This implies

wt.Bleml + It.Bzem2 + -t xt-Bnemn = 22:137%.?
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Since we have z;. Byep,, = xﬁfp), p=1,...,n, then,

Oz

Og41

1

il

Byem, =

Liyp

Og

The adding-up condition implies

(em, ® 16)S178%) =,



Consolidating across systems we have

-

0

Now, let

R

Let

Define

(e, ® I6)SH)

0
(e, ® I)S

0

m =

Tn

J

15

The adding-up conditions imply R;8 = r;. The dimension of R; is nG X

(EZ=1E:1P1G1('M)- The dimension of 8 is (X7_,

nG x 1

Z:’;"IGEP)) x 1, and matrix ry is
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Estimating

Given that  is singular and given the restrictions on B, our problem is to
estimate

Y. — xt.B -+ Uy,

Although, R;,r; and Q reflect restrictions and properties of systems of singu-
lar systems of equations, the form taken by the first order conditions and the
algorithm for deriving estimates follows the derivation of Dhrymes [5].

Thus, the problem is
minimize L = (y— (I ® X)SB) (Q, @ Ir)(y — (I @ X)SB) + 2), (R — r1)

with respect to # and .

Now, A is a vector of lagrangian multipliers and vec(B) = Sf3, where S =

diag(S(M, 83, ..., 5. Letting 6 = (8, 'Y,

oL
—85 =0
This implies
S'(Q,®X'X)S R, 8 S'(Q,0 XYy
= (1.3)
R1 0 /\1 ™

Autoregressive Errors

In this section we derive the estimation procedure when autoregressive errors are

present in systems of singular systems of equations. For the system as a whole,



17

we replace Assumption A with:

Assumption AA (i) uy. = w_1.H + (., where u;. = [ug),...,ugé)]. His a

matrix of parameters, and the dimension of H is (X3m,) x (E7m,)

(ii) ¢ = [(t(,l), e ,Ct(,n)], and {(;, t=1,2,3...} is a sequence of i.i.d random
vectors. In addition, the contemporaneous errors of systems p = 1,...,n are
correlated. Specifically, E[Ct(lp)] =0; E[ t(f)Cff)} = U’ff); E| t(f)@(f)] = o*z(fq); and

BC) 9] = 0.

Now,
ol Ll G gun e on)
01(,31)1 - orﬁ,}l)ml 022 . Ufgf}m e 0'7(,1111) e a%n
2 2 2 2n 2n
O s B OO £ BN L
E[¢.¢] = -y

21 2n n

o,(ml) o) mel oo o*,(nzl) ool
nl nl n2 n2 n n

T U1 IS0
0',(7?31) . ar(nnj,)nl 07(7?3 . 07(7?32,12 .. 07(:31 . a,@?}lmn

Adding-up restrictions imply us.e = 0. Thus, u;_1.e = 0, and (;.e = 0. Now,
e E[(,(:] = €L = 0. This implies Se = 0, and ¥ is singular. In addition,

us_1.ce = u;_1.He which implies the row sums of H must be equal.
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Convention 3. In the pth system, the lags of the ¢th equation appear in the
(XE_gmi) + i column of H, where mg = 0. (Cross system lags are not excluded)

Let h;. denote the ¢th row of H. Thus,

hie = h(Z:=lmp).e

hoe = h<ZZ=1 mp)-€

hr mp-ne = R e

This implies

i mp)-11F = €((sp_ymp) -1l He = 0

=
where [Ijgn_ m,)-1) is an identity matrix of dimension (£7_;m,) — 1, and where
€{(Sn_ymp)-1] is a column vector of ones.

Let
s mp)-1 = Uiep,mp) 11 — €l(mpe,mp)-1]]
The dimension of I[?E;ﬂmp)-ﬂ is [(¥p_ymp) — 1] x Xp_;m,. Thus, the condition

that the row sums of H be equal is made effective through
][*(E;=1mp)_1]He =0

Let ﬁz,(-p) be the number of lags in the ¢th equation of the pth system. Define

S}Q’) to be a permutation of m§’°’ of the columns of I[E;}:lmp]- In the pth system,

7577) 1s a vector containing the lags of the ith equation not a prior known to be
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zero. Then,
h‘[(zz;émk)-i-i] =00

Define
Sy = diag(S(y,..., 8%, 8%, ... 8, 83, s,

: 4 . 2 m —
Now, S; is dimension (X7_,m,)? x (E7_, ;0 m;

This implies
(GEEZzlmp] ® I{?E;}:lmp)_l])Sﬂ =0, vec(H) = Sy

where v = (') ... 4| In the pth system ¥ is a vector of nonzero lag
parameters. The dimension of v is (zgzlzgplmz(p)) x 1.

Define

Ry = (efsn_ mp) © Ifizs_ mp)-11) 52

where R; is dimension [(£7_;m,) — 1] x (E;‘:lEﬁplﬁzfp)).

Let ry = 0, where r is dimension [(X7_;m,) — 1] x 1.

Thus adding-up retriction on H imply

Roy =1,

When autoregressive errors are present, our problem is to estimate

Y. = yt—-LH + XtB — Xt—l'BH + Ct- (14)



20

subject to the adding-up contraints within and across systems.

By construction of the problem, joint estimation of two or more singular
systems of equations is completely analogous to the estimation of one singular
system of equations as presented by Dhrymes [6]. Therefore, when system (1.4)
is considered subject to adding-up contraints and subject to Assumption AA,
Assumption B, Convention 1, 2, and 3, then the algorithm for estimating one
singular system of equations can be applied to the problem of jointly estimating
multiple singular systems of equations.

To demonstrate this, we know £e = 0 Now, let D; be a matrix whose columns
are the (orthonormal) characteristic vectors that correspond to the nonzero roots
of ¥.. The diagonal matrix containing the nonzero roots of ¥ (in decreasing order
of magnitude) is denoted A;.

Now, £ = DyAyD;. Let P'P = A7' = Ay = P7'P'~!. We transform the

error (y. such that
;* - Ct.Dlpl =
BTG = 1=

. . . v ! !
minimize L ¢ = SL,6.3,¢

subject to adding-up restrictions.

Thus we

minimize L = (y ~ w)'(S, @ Ir)(y — w) + 20, (Raf — 1) + 2X( Ry — 1)



where

y = vec(Y)
W = Y H+XB-X_1BH

w = vec(WW)

The vectors of lagrangian multipliers are A; and \,

The first order conditions can be written as

—Pu Py R, 0 — B - d4
Py Py, 0 R, 7| | da
R, 0 0 0 A ds
0 R, 0 0 Ao d.4

Pu = SI0X)—(HOX DI(EINIeX)-(H ©X_1)]S
P = S[IeX)—(HaX )L, Il @Y.,)s,

Py = SI® (Y, —-X4B)|(S,®Ir)I® X)S

Py = SI®Y.4—XaB) (S, ®Ir)[I® (Yo - X_1B)]S,

di = S[IeXy—(HaX )(Z,®Ir)y

dy = SI® (Y1 —X1B) (S, ® Ir)y

ds = ny

d.4 = T9
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These first order conditions have the same form as the first order conditions
taken from the problem of estimating one singular system of equations. Thus,
the algorithm from the problem of estimating one singular system of equations
can be applied to the problem of jointly estimating multiple singular systems of

equations.

1.1 Conclusion

When contemporaneous errors from multiple singular systems of equations are
correlated, joint estimation of systems uses information more efficiently. To
jointly estimate muitiple systems, the generalized inverse of a covariance ma-
trix, which reflects contemporaneous correlation between errors of the various
systems, is incorporated within an estimation algorithm. In addition, the esti-
mation algorithm of Dhrymes that is used to estimate the parameters from one
singular system of equations is applicable to the joint estimation of multiple sin-
gular systems of equations. Finally, adding-up restrictions are imposed within

and across systems.



FOOTNOTES

1. Ernst R. Berndt and N. Eugene Savin, “Estimation and Hypothesis Testing
in Singular Equation Systems With Autoregressive Disturbances,” Econometrica

43 (September 1975): 937-957.

2. The discussion of Barten’s approach is taken from the paper of Dhrymes
and Schwarz. See Phoebus J. Dhrymes and Samuel Schwarz, “On the Invariance
of Estimators for Singular Systems of Demand Equations,” Greek Economic Re-

view 9 (1987): 88-108.

3. H. Youn Kim, “The Consumer Demand for Education,” The Journal of
Human Resources 23 (Spring 1988): 173-192.

4. Bruce Robert Kingma, “An Accurate Measurement of Crowd-out Effect,
Income Effect, and Price Effect for Charitable Contributions,” Journal of Polit-
ical Economy 97 (1989): 1197 -1207.

5. Phoebus J. Dhrymes and Samuel Schwarz, “On the Existence of Gener-
alized Inverse Estimators in a Singular System of Equations,” Journal of Iore-
casting 6 (1987): 181-192.

6. P. J. Dhrymes, Autoregressive Lrrors in Singular Systems of Equations,
1984; revised 1988, Discussion Paper No. 257, Department of Economics, Columbia
University, New York.
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